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ABSTRACT 
 

A semi-supervised learning of a machine learning used for a new model for big data sentiment 
classification has already been built in this survey. We have proposed a novel model using mainly a co-
training (CT) approach to classify 10,500,000 documents of our testing data set comprising the 5,250,000 
positive and the 5,250,000 negative into 4,000 documents of our training data set including the 2,000 
positive and the 2,000 negative in English. In this co-training model (CTM), a Fuzzy C-Means algorithm 
has been used in training a first classifier and a K-Means algorithm has been used in training a second 
classifier based on many multi-dimensional vectors of sentiment lexicons of An OTSUKA coefficient 
(OM).After training the first classifier and the second classifier of the CTM of each loop, the 50 documents 
of the testing data set have certainly been chosen from the first classifier, then, they have been added to the 
second classifier, and the 50 documents of the testing data set have certainly been chosen from the second 
classifier, then, they have been added to the first classifier. The sentiment classification of all the 
documents of the testing data set has been identified after many loops of training the first classifier and the 
second classifier of the CTM certainly. In this survey, we do not use any vector space modeling (VSM). We 
do not use any one-dimensional vectors according to both the VSM and the sentiment classification. The 
OM is used in creating the sentiment classification of our basis English sentiment dictionary (bESD) 
through a Google search engine with AND operator and OR operator. The novel model has firstly been 
performed in a sequential system and then, we have secondly implemented the proposed model in a parallel 
network environment.The results of the sequential environment are less than that in the distributed 
system.We have achieved 89.25% accuracy of the testing data set. The results of the proposed model can 
widely be used in many commercial applications and surveys of the sentiment classification. 

Keywords: English sentiment classification; parallel system; Cloudera; Hadoop Map and Hadoop 
Reduce; Fuzzy C-Means; K-Means; OTSUKA coefficient; co-training.                                               

 
1. INTRODUCTION  
 

A clustering data is a set of objects which is 
processed into classes of similar objects in a data 
mining field. One cluster is a set of data objects 
which are similar to each other and are not similar 
to objects in other clusters in many clustering 
technologies of a data mining field. A number of 
data clusters can be clustered, which can be 

identified following experience or can be 
automatically identified as part of clustering 
method. 

The basic principles are proposed: 
1)Assuming that each English sentence has m 
English words (or English phrases). 
2)Assuming that the maximum number of one 
English sentence is m_max; it means that m is less 
than m_max or m is equal to m_max. 
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3)Assuming that each English document has n 
English sentences. 
4)Assuming that the maximum number of one 
English document is n_max; it means that n is less 
than n_max or n is equal to n_max. 

We perform our novel model as follows: we 
firstly calculate the valences of the sentiment 
lexicons of the bESD by using the OM through the 
Google search engine with AND operator and OR 
operator. One document is transferred into one 
multi-dimensional vector according to the sentiment 
lexicons. We transfer the positive documents of the 
training data set into the positive multi-dimensional 
vectors based on the sentiment lexicons, called the 
positive group. We identify the positive group 1 
which is a haft of the number of the multi-
dimensional vectors of the positive group of the 
training data set, and we also identify the positive 
group 2 which is a haft of the number of the multi-
dimensional vectors of the positive group of the 
training data set. The co-training (CT) approach is 
mainly used for the novel model.We also transfer 
the negative documents of the training data set into 
the negative multi-dimensional vectors based on the 
sentiment leixcons, called the negative group. We 
identify the negative group 1 which is a haft of the 
number of the multi-dimensional vectors of the 
negative group of the training data set, and we also 
identify the negative group 2 which is a haft of the 
number of the multi-dimensional vectors of the 
negative group of the training data set. The co-
training model uses the FCM as the first classifier 
and the KM as the second classifier. The documents 
of the testing data set are transferred into the multi-
dimensional vectors according to the sentiment 
lexicons. The input of the FCM is the multi-
dimensional vectors of the testing data set, the 
positive group 1 and the negative group 1 of the 
training data set. The input of the KM is the multi-
dimensional vectors of the testing data set, the 
positive group 2 and the negative group 2 of the 
training data set. After training this classifier of the 
CTM of each loop, the 50 multi-dimensional 
vectors of the testing data set of the first classifier 
have certainly been chosen, and then, the 50 multi-
dimensional vectors of the testing data set of the 
second classifier have certainly been selected. The 
50 multi-dimensional vectors of the testing data set 
of the first classifier are added to either the positive 
group 2 or the negative group 2 of the second 
classifier. The 50 multi-dimensional vectors of the 
testing data set of the second classifier are added to 
either the positive group 1 or the negative group 1 
of the first classifier.The sentiment classification of 
all the documents of the testing data set has been 

identified after many loops of training the classifier 
of the CTM certainly.  

We perform all the above things in the sequential 
environment to get an accuracy of the result of the 
sentiment classification and an execution time of 
the result of the sentiment classification of the 
proposed model. Then, all the above things are 
secondly implemented in the parallel network 
environment to shorten the execution times of the 
proposed model to get the accuracy of the results of 
the sentiment classification and the execution times 
of the results of the sentiment classification of our 
novel model.The significant contributions of the 
novel model can be applied to many areas of 
research as well as commercial applications as 
follows: 
1)Many surveys and commercial applications can 
use the results of this work in a significant way. 
2)The algorithms are built in the proposed model. 
3)This survey can certainly be applied to other 
languages easily. 
4)The results of this study can significantly be 
applied to the types of other words in English. 
5)The algorithm of data mining is applicable to 
semantic analysis of natural language processing. 
6)This study also proves that different fields of 
scientific research can be related in many ways.  
7)Millions of English documents are successfully 
processed for emotional analysis. 
8)The sentiment classification is implemented in the 
parallel network environment. 
9)The principles are proposed in the research. 
10)The Cloudera distributed environment is used in 
this study. 
11)The proposed work can be applied to other 
distributed systems. 
12)This survey uses Hadoop Map (M) and Hadoop 
Reduce (R). 
13)Our proposed model can be applied to many 
different parallel network environments such as a 
Cloudera system 
14)This study can be applied to many different 
distributed functions such as Hadoop Map (M) and 
Hadoop Reduce (R). 
15)TheOM– related equations are proposed in this 
survey. 
16)TheFMC – related algorithms and the KM – 
related algorithms are built in this study. 
17)The CT – related algorithms are proposed in this 
work. 

This study contains 6 sections. Section 1 
introduces the study; Section 2 discusses the related 
works about the OTSUKA coefficient (OM), Fuzzy 
C-Means algorithm (FCM), K-Means algorithm 
(KM), co-training (CT) algorithm, etc.; Section 3 is 
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about the English data set; Section 4 represents the 
methodology of our proposed model; Section 5 
represents the experiment. Section 6 provides the 
conclusion. The References section comprises all 
the reference documents; all tables are shown in the 
Appendices section. 

 
2. RELATED WORK 
 

We summarize many researches which are 
related to our research. By far, we know that PMI 
(Pointwise Mutual Information) equation and SO 
(Sentiment Orientation) equation are used for 
determining polarity of one word (or one phrase), 
and strength of sentiment orientation of this word 
(or this phrase). Jaccard measure (JM) is also used 
for calculating polarity of one word and the 
equations from this Jaccard measure are also used 
for calculating strength of sentiment orientation this 
word in other research. PMI, Jaccard, Cosine, 
Ochiai, Tanimoto, and Sorensen measure are the 
similarity measure between two words; from those, 
we prove that the OTSUKA coefficient (OM) is 
also used for identifying valence and polarity of one 
English word (or one English phrase). Finally, we 
identify the sentimental values of English verb 
phrases based on the basis English semantic 
lexicons of the basis English emotional dictionary 
(bESD). 

There are the works related to the equations of 
the similarity measues in [1-27]. In the research[1], 
the authors generated several Norwegian sentiment 
lexicons by extracting sentiment information from 
two different types of Norwegian text corpus, 
namely, news corpus and discussion forums. The 
methodology was based on the Point wise Mutual 
Information (PMI). The authors introduced a 
modification of the PMI that considered small 
"blocks" of the text instead of the text as a whole, 
etc. 

The surveys related to the similarity coefficients 
to calculate the valences of words are in [28-32]. 

The English dictionaries are [33-38] and there are 
more than 55,000 English words (including English 
nouns, English adjectives, English verbs, etc.) from 
them. 

There are the works related to the OTSUKA 
coefficient (OM) in [39-44]. The authors in [39] 
collected 76 binary similarity and distance measures 
used over the last century and reveal their 
correlations through the hierarchical clustering 
technique, etc. 

There are the researches related to theFuzzy C-
Means algorithm (FCM) in [45-49]. The survey in 

[45] transmited a FORTRAN-IV coding of the 
fuzzy c-means (FCM) clustering program, etc. 

The surveys related to the K-Means algorithm 
(KM) in [50-54]. The authors in [51] presented two 
algorithms which extended the k-means algorithm 
to categorical domains and domains with mixed 
numeric and categorical values. The k-modes 
algorithm used a simple matching dissimilarity 
measure to deal with categorical objects, replaces 
the means of clusters with modes, and used a 
frequency-based method to update modes in the 
clustering process to minimise the clustering cost 
function, etc. 

The studies related to the Co-Training algorithm 
are in [55-59]: The authors in [55] proposed a novel 
Co-Training method for statistical parsing, etc. 

There are the works related to vector space 
modeling (VSM) in [60-62]. In this study [60], the 
authors  examined the Vector Space Model, an 
Information Retrieval technique and its variation, 
etc. 

The latest researches of the sentiment 
classification are in [63-65]. In the research [63], 
the authors presented their machine learning 
experiments with regard to sentiment analysis in 
blog, review and forum texts found on the World 
Wide Web and written in English, Dutch and 
French, etc. 

 

3. DATA SET 
 

In Fig 1 below, we built the testing data set 
including 10,500,000 documents in the movie field, 
which contains 5,250,000 positive documents and 
5,250,000 negative documents in English. All 
thedocuments in our English testing data set are 
automatically extracted from English Facebook, 
English websites and social networks. All the 
documents must be standardized. All the documents 
must be pre-processed carefully as follows: online 
text cleaning, white space removal, expanding 
abbreviation, stemming, and stop words removal. 
Then, we labeled positive and negative for them. 

Fig. 1: Our English Testing Data Set. 
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 In Fig 2 below, we built the training data set 
comprising 4,000 documents in the movie field, 
which contains 2,000 positive and 2,000 negative in 
English. All the documents in our training data set 
are automatically extracted from English Facebook, 
English websites and social networks. All the 
documents must be standardized. All the documents 
must be pre-processed carefully as follows:  online 
text cleaning, white space removal, expanding 
abbreviation, stemming, and stop words removal. 
Then, we labeled positive and negative for them. 

 
Fig. 2: Our English Training Data Set. 

 

4.  METHODOLOGY 
 
We implement the proposed model in 
Figure 3. This methodology section 
comprises three parts: (4.1); (4.2); and 
(4.3).  

 
Fig. 3: Overview Of Our Novel Model. 

 
4.1 Creating the sentiment lexicons in English                
 The section includes three parts:  (4.1.1); 
(4.1.2); and (4.1.3). 
 

4.1.1 Calculating a valence of one word (or 
one phrase) in English             
 In this part, we calculate the valence and the 
polarity of one English word (or phrase) by using 

the OM through a Google search engine with AND 
operator and OR operator, as the following diagram 
in Figure 4 below shows.  
According to [33-38], we have at least 55,000 
English terms, including nouns, verbs, adjectives, 
etc. 

 
Fig. 4:  Overview Of Identifying The Valence And The 

Polarity Of One Term In English Using The OM 
 
According to [1-15], Pointwise Mutual Information 
(PMI) between two words wi and wj has the 
equation  

𝑃𝑀𝐼(𝑤𝑖, 𝑤𝑗) = 𝑙𝑜𝑔ଶ(
𝑃(𝑤𝑖, 𝑤𝑗)

𝑃(𝑤𝑖)𝑥𝑃(𝑤𝑗)
)         (1) 

and SO (sentiment orientation) of word wi has the 
equation 

𝑆𝑂 (𝑤𝑖) = 𝑃𝑀𝐼(𝑤𝑖, 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
− 𝑃𝑀𝐼(𝑤𝑖, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)       (2) 

In [1-8] the positive and the negative of Eq. (2) in 
English are: positive = {good, nice, excellent, 
positive, fortunate, correct, superior} and negative 
= {bad, nasty, poor, negative, unfortunate, wrong, 
inferior}. 
The AltaVista search engine is used in the PMI 
equations of [2, 3, 5] and the Google search engine 
is used in the PMI equations of [4, 6, 8]. Besides, 
[4] also uses German, [5] also uses Macedonian, [6] 
also uses Arabic, [7] also uses Chinese, and [8] also 
uses Spanish. In addition, the Bing search engine is 
also used in [6]. 
With [9-12], the PMI equations are used in 
Chinese, not English, and Tibetan is also added in 
[9]. About the search engine, the AltaVista search 
engine is used in [11] and [12] and uses three 
search engines, such as the Google search engine, 
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the Yahoo search engine and the Baidu search 
engine. The PMI equations are also used in 
Japanese with the Google search engine in [13]. 
[14] and [15] also use the PMI equations and 
Jaccard equations with the Google search engine in 
English. 
The Jaccard equations with the Google search 
engine in English are used in [14, 15, 17]. [16] and 
[21] use the Jaccard equations in English. [20] and 
[22] use the Jaccard equations in Chinese. [18] uses 
the Jaccard equations in Arabic. The Jaccard 
equations with the Chinese search engine in 
Chinese are used in [19]. 
The authors in [28] used the Ochiai Measure 
through the Google search engine with AND 
operator and OR operator to calculate the sentiment 
values of the words in Vietnamese. The authors in 
[29] used the Cosine Measure through the Google 
search engine with AND operator and OR operator 
to identify the sentiment scores of the words in 
English. The authors in [30] used the Sorensen 
Coefficient through the Google search engine with 
AND operator and OR operator to calculate the 
sentiment values of the words in English. The 
authors in [31] used the Jaccard Measure through 
the Google search engine with AND operator and 
OR operator to calculate the sentiment values of the 
words in Vietnamese. The authors in [32] used the 
Tanimoto Coefficient through the Google search 
engine with AND operator and OR operator to 
identify the sentiment scores of the words in 
English 
With the above proofs, we have the information as 
follows: PMI is used with AltaVista in English, 
Chinese, and Japanese with the Google in English; 
Jaccard is used with the Google in English, 
Chinese, and Vietnamese. The Ochiai is used with 
the Google in Vietnamese. The Cosine and 
Sorensen are used with the Google in English. 
According to [1-32], PMI, Jaccard, Cosine, Ochiai, 
Sorensen,Tanimoto and OTSUKA coefficient 
(OM)are the similarity measures between two 
words, and they can perform the same functions 
and with the same characteristics; so OM is used in 
calculating the valence of the words. In addition, 
we prove that OM can be used in identifying the 
valence of the English word through the Google 
search with the AND operator and OR operator. 
 
With the OM in [39-44], we have the equation of 
the OM: 
 

OTSUKA Coefficient (a, b) = OTSUKA Measure(a, b)

= OM(a, b)

=
(a ∩ b)

[[(a ∩ b) + (¬a ∩ b)] ∗ [(a ∩ b) + (a ∩ ¬b)]].ହ (3)  

 
with a and b are the vectors. 
 
From the eq. (1), (2), (3), we propose many new 
equations of the OM to calculate the valence and 
the polarity of the English words (or the English 
phrases) through the Google search engine as the 
following equations below. 
In eq. (3), when a has only one element, a is a 
word. When b has only one element, b is a word. In 
eq. (3), a is replaced by w1 and b is replaced by w2. 
 
OTSUKA Measure(w1, w2)

= OTSUKA Coefficient(w1, w2) = 

OM(w1, w2) =
P(w1, w2)

𝐴4
(4) 

 
with A4 = [[P(w1, w2) + P(¬w1, w2)] ∗

[P(w1, w2) + (P(w1, ¬w2)]] .ହ   
 

 Eq. (3) is similar to eq. (1). In eq. (2), eq. (1) is 
replaced by eq. (4). We have eq. (5): 
 

Valence(w) = SO_OM(w)
= OM(w, positive_query) 
−  OM(w, negative_query)       (5) 

 
In eq. (4), w1 is replaced by w and w2 is replaced 
by position_query. We have eq. (4): 

 

OM(w, positive_query) =
P(w, positive_query)

𝐴6
  (6) 

 
with A6 = [[P(w, positive_query) +
P(¬w, positive_query)] ∗ [P(w, positive_query) +
(P(w, ¬positive_query)]] .ହ   

 
 In eq. (4), w1 is replaced by w and w2 is 
replaced by negative_query. We have eq. (7): 

 

OM(w, negative_query) =
P(w, negative_query)

[𝐴7   
(7) 

 
with A7 = [[P(w, negative_query) +

P(¬w, negative_query)] ∗ [P(w, negative_query) +
(P(w, ¬negative_query)]] .ହ 
 
 We have the information about w, w1, w2, and 
etc.: 
1)w, w1, w2 : are the English words (or the English 
phrases) 
2)P(w1, w2): number of returned results in Google 
search by keyword (w1 and w2). We use the 
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Google Search API to get the number of returned 
results in search online Google by keyword (w1 
and w2). 
3)P(w1): number of returned results in Google 
search by keyword w1. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w1. 
4)P(w2): number of returned results in Google 
search by keyword w2. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w2. 
5)Valence(W) = SO_OM(w): valence of English 
word (or English phrase) w; is SO of word (or 
phrase) by using the OM 
6)positive_query: { active or good or positive or 
beautiful or strong or nice or excellent or fortunate 
or correct or superior } with the positive query is 
the a group of the positive English words. 
7)negative_query: { passive or bad or negative or 
ugly or week or nasty or poor or unfortunate or 
wrong or inferior } with the negative_query is the a 
group of the negative English words. 
8)P(w, positive_query): number of returned results 
in Google search by keyword (positive_query and 
w). We use the Google Search API to get the 
number of returned results in search online Google 
by keyword (positive_query and w) 
9)P(w, negative_query): number of returned results 
in Google search by keyword (negative_query and 
w). We use the Google Search API to get the 
number of returned results in search online Google 
by keyword (negative_query and w) 
10)P(w): number of returned results in Google 
search by keyword w. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w 
11)P(¬w,positive_query): number of returned 
results in Google search by keyword ((not w) and 
positive_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and positive_query). 
12)P(w, ¬positive_query): number of returned 
results in the Google search by keyword (w and 
(not (positive_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and [not 
(positive_query)]). 
13)P(¬w, ¬positive_query): number of returned 
results in the Google search by keyword (w and 
(not (positive_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword ((not w) and [not 
(positive_query)]). 
14)P(¬w,negative_query): number of returned 
results in Google search by keyword ((not w) and 

negative_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and negative_query). 
15)P(w,¬negative_query): number of returned 
results in the Google search by keyword (w and 
(not ( negative_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and (not 
(negative_query))). 
16)P(¬w,¬negative_query): number of returned 
results in the Google search by keyword (w and 
(not ( negative_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword ((not w) and (not 
(negative_query))). 
 As like Cosine, Ochiai, Sorensen, Tanimoto, 
PMI and Jaccard about calculating the valence 
(score) of the word, we identify the valence (score) 
of the English word w based on both the proximity 
of positive_query with w and the remote of 
positive_query with w; and the proximity of 
negative_query with w and the remote of 
negative_query with w. 
The English word w is the nearest of 
positive_query if OM (w, positive_query) is as 
equal as 1. 
The English word w is the farthest of 
positive_query if OM(w, positive_query) is as 
equal as 0. 
The English word w belongs to positive_query 
being the positive group of the English words if 
OM(w, positive_query) > 0 and OM(w, 
positive_query) ≤ 1. 
The English word w is the nearest of 
negative_query if OM(w, negative_query) is as 
equal as 1.  
The English word w is the farthest of 
negative_query if OM(w, negative_query) is as 
equal as 0.  
The English word w belongs to negative_query 
being the negative group of the English words if 
OM(w, negative_query) > 0 and OM(w, 
negative_query) ≤ 1.  
So, the valence of the English word w is the value 
of OM(w, positive_query) substracting the value of 
OM(w, negative_query) and the eq. (7) is the 
equation of identifying the valence of the English 
word w. 
 We have the information about OM: 
1)OM(w, positive_query) ≥ 0 and OM(w, 
positive_query) ≤ 1. 
2)OM(w, negative_query)  ≥ 0 and OM (w, 
negative_query) ≤ 1 
3)IfOM (w, positive_query) = 0 and OM (w, 
negative_query) = 0 then SO_OM (w) = 0.  
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4)IfOM (w, positive_query) = 1 andOM (w, 
negative_query) = 0 then SO_OM (w) = 0.  
5)IfOM (w, positive_query) = 0 and OM (w, 
negative_query) = 1 then SO_OM(w) = -1.  
6)IfOM (w, positive_query) = 1 and OM (w, 
negative_query) = 1 then SO_OM(w) = 0.  
So, SO_OM (w) ≥ -1 and SO_OM (w) ≤ 1. 
The polarity of the English word w is positive 
polarity If SO_OM (w) > 0. The polarity of the 
English word w is negative polarity if SO_OM (w) 
< 0. The polarity of the English word w is neutral 
polarity if SO_OM (w) = 0. In addition, the 
semantic value of the English word w is SO_OM 
(w). 
 We calculate the valence and the polarity of the 
English word or phrase w using a training corpus of 
approximately one hundred billion English words 
— the subset of the English Web that is indexed by 
the Google search engine on the internet. AltaVista 
was chosen because it has a NEAR operator. The 
AltaVista NEAR operator limits the search to 
documents that contain the words within ten words 
of one another, in either order. We use the Google 
search engine which does not have a NEAR 
operator; but the Google search engine can use the 
AND operator and the OR operator. The result of 
calculating the valence w (English word) is similar 
to the result of calculating valence w by using 
AltaVista. However, AltaVista is no longer. 
 In summary, by using eq. (5), eq. (6), and eq. 
(7), we identify the valence and the polarity of one 
word (or one phrase) in English by using the OM 
through the Google search engine with AND 
operator and OR operator. 
 In Table 1, we display the comparisons of our 
model’s advantages and disadvantages with the 
works related to [1-32]. 
 The comparisons of our model’s benefits and 
drawbacks with the studies related to the OM in 
[39-44] are shown in Table 2. 

4.2.1 Creating a bESD in a sequential 
environment                

Fig. 5:  Overview Of Creating A Besd In A Sequential 
Environment 

 In this part, we calculate the valence and the 
polarity of the English words or phrases for our 
bESD by using the OM in a sequential system, as 
the following diagram in Figure 5 below shows. 
 We proposed the algorithm 1 to perform this 
section: 
Input: the 55,000 English terms; the Google search 
engine 
Output: a bESD 
Step 1: Each term in the 55,000 terms, do repeat: 
Step 2: By using eq. (5), eq. (6), and eq. (7) of the 
calculating a valence of one word (or one phrase) in 
English in the section (4.1.1), the sentiment score 
and the polarity of this term are identified. The 
valence and the polarity are calculated by using the 
OM through the Google search engine with AND 
operator and OR operator. 
Step 3: Add this term into the bESD; 
Step 4: End Repeat – End Step 1; 
Step 5: Return bESD; 
 Our bESD has more 55,000 English words (or 
English phrases) and bESD is stored in Microsoft 
SQL Server 2008 R2. 
 

4.3.1 Creating a bESD in a distributed system              
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Fig. 6:  Overview Of Creating A Besd In A Distributed 
Environment 

 
 In this part, we calculate the valence and the 
polarity of the English words or phrases for our 
bESD by using the OM in a parallel network 
environment, as the following diagram in Figure 6 
below shows. 
This section includes two phases: the Hadoop Map 
(M) phase and the Hadoop Reduce (R) phase. The 
input of the Hadoop Map phase is the 55,000 terms 
in English in [33-38]. The output of the Hadoop 
Map phase is one term which the sentiment score 
and the polarity are identified. The output of the 
Hadoop Map phase is the input of the Hadoop 
Reduce phase. Thus, the input of the Hadoop 
Reduce phase isone term which the sentiment score 
and the polarity are identified. The output of the 
Hadoop Reduce phase is the bESD. 
 We developed the algorithm 2 to implement the 
Hadoop Map phase of this stage: 
Input: the 55,000 English terms; the Google search 
engine 
Output: one term which the sentiment score and the 
polarity are identified. 
Step 1: Each term in the 55,000 terms, do repeat: 
Step 2:  By using eq. (5), eq. (6), and eq. (7) of the 
calculating a valence of one word (or one phrase) in 
English in the section (4.1.1), the sentiment score 
and the polarity of this term are identified. The 
valence and the polarity are calculated by using the 
OM through the Google search engine with AND 
operator and OR operator. 
Step 3: Return this term; 

 We built the algorithm 3 to perform the Hadoop 
Reduce phase of this stage:  
Input: one term which the sentiment score and the 
polarity are identified – The output of the Hadoop 
Map phase. 
Output: a bESD 
Step 1: Add this term into the bESD; 
Step 2: Return bESD; 
 Our bESD has more 55,000 English words (or 
English phrases) and bESD is stored in Microsoft 
SQL Server 2008 R2. 
 
4.2 Transferring all the documents of the testing 
data set and the training data set into the multi-
dimensional vectors in a sequential system and a 
parallel network environment.                 
 In this section, we transfer all the documents of 
the testing data set and the training data set into the 
multi-dimensional vectors in a sequential system 
and a parallel network environment.  
 The section comprises three sub-sections as 
follows: (4.2.1) and (4.2.2). 
 
 4.2.1 Transferring all the documents of the 
testing data set and the training data set into the 
multi-dimensional vectors in a sequential system           
 In this section, we transfer all the documents of 
the testing data set and the training data set into the 
multi-dimensional vectors in a sequential system. 
 
 We proposed the algorithm 4 to transfer one 
English document into one multi-dimensional 
vector according to the sentiment lexicons of the 
bESDin the sequential environment: 
Input: one English document 
Output: the multi-dimensional vector 
Step 1: Split the English document into many 
separate sentences based on “.” Or “!” or “?”; 
Step 2: Set Multi-dimensionalVector := { } { } with 
n_max rows and m_max columns; 
Step 3: Set i := 0; 
Step 4: Each sentence in the sentences of this 
document, do repeat: 
Step 5: Multi-dimensionalVector[i][] := {}; 
Step 6: Set j := 0; 
Step 7: Split this sentence into the meaningful 
terms (meaningful words or meaningful phrases); 
Step 8: Get the valence of this term based on the 
sentiment lexicons of the bESD; 
Step 9: Add this term into Multi-
dimensionalVector[i]; 
Step 10: Set j := j+ 1; 
Step 11: End Repeat – End Step 4; 
Step 12: While j is less than m_max, repeat: 
Step 13: Add {0} into Multi-dimensionalVector[i]; 
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Step 14: Set j := j+1; 
Step 15: End Repeat – End Step 12; 
Step 16: Set i := i+1; 
Step 17: End Repeat – End Step 4; 
Step 18: While i is less than n_max, repeat: 
Step 19: Add the vector {0} into Multi-
dimensionalVector; 
Step 20: Set i := i+1; 
Step 21: End Repeat – End Step 18; 
Step 22: Return Multi-dimensionalVector; 
 
 We proposed the algorithm 5 to transfer all the 
documents of the testing data set into the multi-
dimensional vectors based on the sentiment 
lexicons of the bESD in the sequential 
environment: 
Input: the documents of the testing data set 
Output: the multi-dimensional vectors of the testing 
data set 
Step 1: Set TheMulti-dimensionalVectors := {} 
Step 2: Each document in the documents of the 
testing data set, do repeat: 
Step 3: OneMulti-dimensionalVector := the 
algorithm 4 to transfer one English document into 
one multi-dimensional vector according to the 
sentiment lexicons of the bESD in the sequential 
environment with the input is this document; 
Step 4: Add OneMulti-dimensionalVector into 
TheMulti-dimensionalVectors; 
Step 5: End Repeat- End Step 2; 
Step 6: Return TheMulti-dimensionalVectors; 
 
 We built the algorithm 6 to transfer all the 
positive documents of the training data set into all 
the multi-dimensional vectors based on the 
sentiment lexicons of the bESD, called the positive 
group of the training data set in the sequential 
system:  
Input: all the positive documents of the training 
data set; 
Output: the positive multi-dimensional vectors, 
called the positive group - ThePositiveMulti-
dimensionalVectors 
Step 1: Set ThePositiveMulti-dimensionalVectors 
:= null; 
Step 2: Each document in the positive documents, 
repeat: 
Step 3: Multi-dimensionalVector := the algorithm 4 
to transfer one English document into one multi-
dimensional vector according to the sentiment 
lexicons of the bESD in the sequential environment 
with the input is this document; 
Step 4: Add Multi-dimensionalVector into 
ThePositiveMulti-dimensionalVectors; 
Step 5: End Repeat – End Step 2; 

Step 6: Return ThePositiveMulti-
dimensionalVectors; 
 
 We implemented the algorithm 7 to transfer all 
the negative documents of the training data set into 
all the one-dimensional vectors based on the 
sentiment lexicons of the bESD, called the negative 
group of the training data set in the sequential 
environment:  
Input: all the negative sentences of the training data 
set; 
Output the negative multi-dimensional vectors, 
called the negative vector group - 
TheNegativeMulti-dimensionalVectors; 
Step 1: Set TheNegativeMulti-dimensionalVectors 
:= null; 
Step 2: Each document in the negative documents, 
repeat: 
Step 3: Multi-dimensionalVector := the algorithm 4 
to transfer one English document into one multi-
dimensional vector according to the sentiment 
lexicons of the bESD in the sequential environment 
with the input is this document; 
Step 4: Add Multi-dimensionalVector into 
TheNegativeMulti-dimensionalVectors; 
Step 5: End Repeat – End Step 2; 
Step 6: Return TheNegativeMulti-
dimensionalVectors; 
 
 We developed the algorithm 8 to create the 
positive group 1 from the the positive group of the 
training data set in the sequential system with the 
positive group 1 is a haft of the number of multi-
dimensional vectors of the positive group: 
Input: the positive group of the training data set; 
Output: the positive group 1 
Step 1: Set the positive group 1 := a haft of the 
number of multi-dimensional vectors of the positive 
group of the training data set; 
Step 2: Return the positive group 1; 
 
 We proposed the algorithm 9 to create the 
positive group 2 from the the positive group of the 
training data set in the sequential system with the 
positive group 2 is a haft of the number of multi-
dimensional vectors of the positive group: 
Input: the positive group of the training data set; 
Output: the positive group 2 
Step 1: Set the positive group 2 := a haft of the 
number of multi-dimensional vectors of the positive 
group of the training data set; 
Step 2: Return the positive group 2; 
 
 We built the algorithm 10 to create the negative 
group 1 from the the positive group of the training 
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data set in the sequential system with the negative 
group 1 is a haft of the number of multi-
dimensional vectors of the negative group: 
Input: the negative group of the training data set; 
Output: the negative group 1 
Step 1: Set the negative group 1 := a haft of the 
number of multi-dimensional vectors of the 
negative group of the training data set; 
Step 2: Return the negative group 1; 
 
 We proposed the algorithm 11 to create the 
negative group 2 from the the negative group of the 
training data set in the sequential system with the 
negative group 2 is a haft of the number of multi-
dimensional vectors of the negative group: 
Input: the negative group of the training data set; 
Output: the negative group 2 
Step 1: Set the negative group 2 := a haft of the 
number of multi-dimensional vectors of the 
negative group of the training data set; 
Step 2: Return the negative group 2; 
 
4.2.2 Transferring all the documents of the 
testing data set and the training data set into the 
multi-dimensional vectors in a parallel network 
environment             
 In this section, we transfer all the documents of 
the testing data set and the training data set into the 
multi-dimensional vectors in a parallel system. 
 
 In Figure 7, we transfer one English sentence 
into one one-dimensional vector based on the 
sentiment lexicons of the bESD in Cloudera. This 
stage includes two phases: the Hadoop Map phase 
and the Hadoop Reduce phase. The input of the 
Hadoop Map phase is one sentence and the bESD. 
The output of the Hadoop Map phase is one term 
(one meaningful word/or one meaningful phrase) 
which the valence is identified. The input of the 
Hadoop Reduce phase is the output of the Hadoop 
Map, thus, the input of the Hadoop Reduce phase is 
one term (one meaningful word/or one meaningful 
phrase) which the valence is identified. The output 
of the Hadoop Reduce phase is one one-
dimensional vector of this sentence. 

Fig. 7: Overview Of Transforming Each English 
Sentence Into One One-Dimensional Vector Based On 

The Sentiment Lexicons Of The Besd In Cloudera 

 We built the algorithm 12 to perform the 
Hadoop Map phase  
Input: one sentence and the bESD; 
Output: one term (one meaningful word/or one 
meaningful phrase) which the valence is identified 
Step 1: Input this sentence and the bESD into the 
Hadoop Map in the Cloudera system; 
Step 2: Split this sentence into the many 
meaningful terms (meaningful words/or meaningful 
phrases) based on the bESD; 
Step 3: Each term in the terms, do repeat: 
Step 4: Identify the valence of this term based on 
the bESD; 
Step 5: Return this term;  
 We proposed the algorithm 13 to perform the 
Hadoop Reduce phase  
Input:one term (one meaningful word/or one 
meaningful phrase) which the valence is identified 
– the output of the Hadoop Map phase 
Output: one one-dimensional vector based on the 
sentiment lexicons of the bESD 
Step 1: Receive one term; 
Step 2: Add this term into the one-dimentional 
vector; 
Step 3: Return the one-dimentional vector; 
 
 In Figure 8, we transfer one document into one 
multi-dimensional vector based on the sentiment 
lexicons of the bESD in the parallel system. This 
stage includes two phases: the Hadoop Map phase 
and the Hadoop Reduce phase. The input of the 
Hadoop Map phase is one document. The output of 
the Hadoop Map is one one-dimensional vector. 
The input of the Hadoop Reduce is the Hadoop 
Map, thus, the input of the Hadoop Reduce is one 
one-dimensional vector. The output of the Hadoop 
Reduce is the multi-dimensional vector of this 
document. 



Journal of Theoretical and Applied Information Technology 
15th August 2018. Vol.96. No 15 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
4864 

 

Fig. 8:  Overview of transferring one document into one 
multi-dimensional vector based on the sentiment lexicons 

of the bESD in the parallel system 
 We proposed the algorithm 14 to implement the 
Hadoop Map phase 
Input: one document 
Output: one one-dimensional vector; 
Step 1: Input this document into the Hadoop Map in 
the Cloudera system. 
Step 2: Split this document into the sentences; 
Step 3: Each sentence in the sentences, do repeat: 
Step 4: One-dimensionalVector := null; 
Step 5: Split this sentence into the meaningful 
terms; 
Step 6: Each term in the meaningful terms, repeat: 
Step 7: Get the valence of this term based on the 
sentiment lexicons of the bESD; 
Step 8: Add this term into One-dimensionalVector; 
Step 9 End Repeat – End Step 6; 
Step 10: Return this One-dimensionalVector; 
Step 11: The output of the Hadoop Map is this One-
dimensionalVector; 
 We built the algorithm 15 to implement the 
Hadoop Reduce phase  
Input: One-dimensionalVector - one one-
dimensional vector of the Hadoop Map (the input 
of the Hadoop Reduce is the output of the Hadoop 
Map) 
Output: the multi-dimensional vector of the English 
document – Multi-dimensionalVector; 
Step 1: Receive One-dimensionalVector; 
Step 2: Add this One-dimensionalVector into One-
dimensionalVector; 
Step 3: Return Multi-dimensionalVector; 

 

 In Figure 9, we transfer the documents of the 
testing data set into the multi-dimensional vectors 
of the document based on the sentiment lexicons of 
the bESD in the parallel system:  

Fig. 9:  Overview of transferring the documents of the 
testing data set into the multi-dimensional vectors of the 
document based on the sentiment lexicons of the bESD in 

the parallel system 
This stage includes two phases: the Hadoop Map 
phase and the Hadoop Reduce phase. The input of 
the Hadoop Map phase is the documents of the 
testing data set. The output of the Hadoop Mp is 
one multi-dimensional vector. The input of the 
Hadoop Reduce is the Hadoop Map, thus, the input 
of the Hadoop Reduce is one multi-dimensional 
vector. The output of the Hadoop Reduce is the 
multi-dimensional vectors of the testing data set 
 We built the algorithm 16 to implement the 
Hadoop Map phase  
Input: the documents of the testing data set 
Output: one multi-dimensional vector 
(corresponding to one document) 
Step 1: Input the documents of the testing data set 
into the Hadoop Map in the Cloudera system. 
Step 3: Each document in the documents of the 
testing data set, do repeat: 
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Step 4: the multi-dimensional vector  := transferring 
one document into one multi-dimensional vector 
based on the sentiment lexicons of the bESD in the 
parallel system in Figure 8 with the input is this 
document; 
Step 5: Return this multi-dimensional vector; 
Step 6: The output of the Hadoop Map is this multi-
dimensional vector; 
 We proposed the algorithm 17 to implement the 
Hadoop Reduce phase 
Input: one multi-dimensional vector of the Hadoop 
Map (the input of the Hadoop Reduce is the output 
of the Hadoop Map) 
Output: the multi-dimensional vectors of the 
English documents of the testing data set 
Step 1: Receive one multi-dimensional vector of the 
Hadoop Map 
Step 2: Add this multi-dimensional vector into the 
multi-dimensional vectors of the testing data set; 
Step 3: Return the multi-dimensional vectors of the 
testing data set; 
 
 In Figure 10, we transfer the positive documents 
of the training data set into the positive multi-
dimensional vectors (called the positive group of 
the training data set) based on the sentiment 
lexicons of the bESDin the distributed system. The 
stage includes two phases: the Hadoop Map (M) 
phase and the Hadoop Reduce (R) phase. The input 
of the Hadoop Map phase is the positive documents 
of the training data set. The output of the Hadoop 
Map phase is one multi-dimensional vector 
(corresponding to one document of the positive 
documents of the training data set). The input of the 
Hadoop Redude phase is the output of the Hadoop 
Map phase, thus, the input of the Hadoop Reduce 
phase isone multi-dimensional vector 
(corresponding to one document of the positive 
documents of the training data set). The output of 
the Hadoop Reduce phase is the positive multi-
dimensional vectors, called the positive group 
(corresponding to the positive documents of the 
training data set)  

Fig. 10:  Overview of transferring the positive documents 
of the training data set into the positive multi-

dimensional vectors (called the positive group) based on 
the sentiment lexicons of the bESD in the distributed 

system. 
 We built the algorithm 18 to perform the 
Hadoop Map phase  
Input: the positive documents of the training data 
set 
Output: one multi-dimensional vector 
(corresponding to one document of the positive 
documents of the training data set) 
Step 1: Input the positive documents into the 
Hadoop Map in the Cloudera system. 
Step 2: Each document in the documents, do repeat: 
Step 3: MultiDimentionalVector  := transferring 
one document into one multi-dimensional vector 
based on the sentiment lexicons of the bESD in the 
parallel system in Figure 8 with the input is this 
document; 
Step 4: Return MultiDimentionalVector ; 
 We proposed the algorithm 19 to implement the 
Hadoop Reduce phase 
Input: one multi-dimensional vector (corresponding 
to one document of the positive documents of the 
training data set) 
Output: the positive multi-dimensional vectors, 
called the positive group (corresponding to the 
positive documents of the training data set) 
Step 1: Receive one multi-dimensional vector; 
Step 2: Add this multi-dimensional vector into 
PositiveVectorGroup; 
Step 3: Return PositiveVectorGroup - the positive 
multi-dimensional vectors, called the positive group 
(corresponding to the positive documents of the 
training data set); 
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 In Figure 11, we transfer the negative 
documents of the training data set into the negative 
multi-dimensional vectors (called the negative 
group of the training data set) based on the 
sentiment lexicons of the bESD in the distributed 
system. 

Fig. 11:  Overview Of Transferring The 
Negativedocuments Of The Training Data Set Into The 

Negativemulti-Dimensional Vectors (Called The 
Negativegroup) Based On The Sentiment Lexicons Of The 

Besd In The Distributed System. 
 The stage includes two phases: the Hadoop Map 
(M) phase and the Hadoop Reduce (R) phase. The 
input of the Hadoop Map phase is the negative 
documents of the training data set. The output of 
the Hadoop Map phase is one multi-dimensional 
vector (corresponding to one document of the 
negative documents of the training data set). The 
input of the Hadoop Redude phase is the output of 
the Hadoop Map phase, thus, the input of the 
Hadoop Reduce phase isone multi-dimensional 
vector (corresponding to one document of the 
negative documents of the training data set). The 
output of the Hadoop Reduce phase is the negative 
multi-dimensional vectors, called the negative 
group (corresponding to the negativedocuments of 
the training data set)  
 We built the algorithm 20 to perform the 
Hadoop Map phase 
Input: the negative documents of the training data 
set 
Output: one multi-dimensional vector 
(corresponding to one document of the negative 
documents of the training data set) 
Step 1: Input the negative documents into the 
Hadoop Map in the Cloudera system. 
Step 2: Each document in the documents, do repeat: 
Step 3: MultiDimentionalVector  := the transferring 
one document into one multi-dimensional vector 

based on the sentiment lexicons of the bESDin the 
parallel system in Figure 7 
Step 4: Return MultiDimentionalVector ; 
 We proposed the algorithm 21 to implement the 
Hadoop Reduce phase 
Input: one multi-dimensional vector (corresponding 
to one document of the negativedocuments of the 
training data set) 
Output: the negative multi-dimensional vectors, 
called the negativegroup (corresponding to the 
negativedocuments of the training data set) 
Step 1: Receive one multi-dimensional vector; 
Step 2: Add this multi-dimensional vector into 
NegativeVectorGroup; 
Step 3: Return NegativeVectorGroup - the 
megative multi-dimensional vectors, called the 
negativegroup (corresponding to the 
negativedocuments of the training data set); 
 
4.3 Using the Co-Training model with the Fuzzy 
C-Means algorithm as the first classifier, the K-
Means algorithm as the second classifier and the 
multi-dimensional vectors according to the 
sentiment lexicons of the OTSUKA coefficient to 
classify the documents of the testing data set into 
either the positive vector group or the negative 
vector group in both a sequential environment 
and a distributed system.               
 In section, we use the Co-Training model with 
the Fuzzy C-Means algorithm as the first classifier, 
the K-Means algorithm as the second classifier and 
the multi-dimensional vectors according to the 
sentiment lexicons of the OTSUKA coefficient to 
classify the documents of the testing data set into 
either the positive vector group or the negative 
vector group in both a sequential environment and a 
distributed system. 
 The section compises two parts as follows: 
(4.3.1) and (4.3.2). 
 
 4.3.1 Using the Co-Training model with the 
Fuzzy C-Means algorithm as the first classifier, 
the K-Means algorithm as the second classifier 
and the multi-dimensional vectors according to 
the sentiment lexicons of the OTSUKA 
coefficient to classify the documents of the 
testing data set into either the positive vector 
group or the negative vector group in a 
sequential environment.                                                 
 In this section, we use the Co-Training model 
with the Fuzzy C-Means algorithm as the first 
classifier, the K-Means algorithm as the second 
classifier and the multi-dimensional vectors 
according to the sentiment lexicons of the 
OTSUKA coefficient to classify the documents of 
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the testing data set into either the positive vector 
group or the negative vector group in a sequential 
environment in Figure 12:  

Fig. 12: Overview Of Our Novel Model In A Sequential 
System. 

 
 Based on the studies related to the Fuzzy C-
Means algorithm (FCM) in [45-49], the main ideas 
of the FCM are as follows: 
1)Enter values for the two parameters: c (1 <c< 
N),m and initializing the sample matrix 
2)Repeat 
 2.1 j = j + 1; 
 2.2 Calculating fuzzy partition matrix Uj 
following formula (1) 
 2.3 Updating centers V(j) [v1(j), v2(j), ..., vc(j) 
] basing on (2) and Ujmatrix; 
Step 3: Untill (|| U(j+1)–U(j)||F≤ ε); 
Step 4: Performing results of the clusters. 

with||U||2F= ∑ 𝑖 ∑ 𝑘U2
ik 

The FCM uses Euclidean distance to calculate the 
distance between two vectors 
 
 According to the surveys related to the K-Means 
algorithm (KM) in [50-54], the main ideas of the 
the KM are as follows: 
1)Place K points into the space represented by the 
objects that are being clustered. These points 
represent initial group centroids. 
2)Assign each object to the group that has the 
closest centroid. 
3)When all objects have been assigned, recalculate 
the positions of the K centroids. 
4)Repeat Steps 2 and 3 until the centroids no longer 
move. This produces a separation of the objects into 
groups from which the metric to be minimized can 
be calculated. 
 We built the algorithm 22 to classify all the 
documents of the testing data set into either the 
positive or the negative in the sequential system by 

using the Co-Training model with the Fuzzy C-
Means algorithm as the first classifier, the K-Means 
algorithm as the second classifier and the multi-
dimensional vectors according to the sentiment 
lexicons of the OTSUKA coefficient:  
Input: the documents of the testing data set and the 
training data set 
Output: the results of the sentiment classification of 
the documents of the testing data set(positive, 
negative, or neutral); 
Step 1: the creating a bESD in a sequential 
environment (4.1.2); 
Step 2: the algorithm 6 to transfer all the positive 
documents of the training data set into all the multi-
dimensional vectors based on the sentiment 
lexicons of the bESD (called the positive group) in 
the sequential system   
Step 3: the algorithm 7 to transfer all the negative 
documents of the training data set into all the multi-
dimensional vectors based on the sentiment 
lexicons of the bESD (called the negative group) in 
the sequential environment.    
Step 4: the algorithm 5 to transfer all the documents 
of the testing data set into the multi-dimensional 
vectors based on the sentiment lexicons of the 
bESD in the sequential environment. 
Step 5: An initial collection U of unlabeled 
examples, set U := the multi-dimensional vectors of 
the testing data set; 
Step 6: Training set L1 for classifer h1, L1 = the 
positive group 1 and the negative group 1 of the 
training data set; 
Step 7:Training set L2 for classifer h2, L2 = the 
positive group 2 and the negative group 2 of the 
training data set; 
Step 8: While (U is not empty), repeat: 
Step 9: Using the KM with the input is U, and L1 
according to the surveys related to the K-Means 
algorithm (KM) in [50-54]; 
Step 10: Using the FCM with the input is U, and L2 
based on the studies related to the Fuzzy C-Means 
algorithm (FCM) in [45-49]; 
Step 11: Selecting the 50 multi-dimensional vectors 
from the best results of the sentiment classification 
of the KM; 
Step 12: U := U - the 50 multi-dimensional vectors; 
Step 13: Add the 50 multi-dimensional vectors into 
either the positive group 2 or the negative group 2 
of L2; 
Step 14: Choosing the 50 multi-dimensional vectors 
from the best results of the sentiment classification 
of the FCM; 
Step 15: U := U - the 50 multi-dimensional vectors; 
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Step 16: Add the 50 multi-dimensional vectors into 
either the positive group 1 or the negative group 1 
of L1; 
Step 17: End Repeat – End Step 8; 
Step 18: Return the results of the sentiment 
classification of the documents of the testing data 
set (positive, negative, or neutral); 
 
4.3.2 Using the Co-Training model with the 
Fuzzy C-Means algorithm as the first classifier, 
the K-Means algorithm as the second classifier 
and the multi-dimensional vectors according to 
the sentiment lexicons of the OTSUKA 
coefficient to classify the documents of the 
testing data set into either the positive vector 
group or the negative vector group in a 
distributed system.                               
 In this section, we use the self-training model 
withthe Co-Training model using the Fuzzy C-
Means algorithm as the first classifier, the K-Means 
algorithm as the second classifier and the multi-
dimensional vectors according to the sentiment 
lexicons of the OTSUKA coefficient to classify the 
documents of the testing data set into either the 
positive vector group or the negative vector group 
in a distributed network environmentin Figure 13:  

Fig. 13: Overview Of Our Novel Model In A Parallel 
Network System. 

 
 In Figure 14, we create the positive group 1 
from the the positive group of the training data set 
in the sequential system with the positive group 1 is 
a haft of the number of multi-dimensional vectors 
of the positive groupin the distributed system. This 
stage comprises two phases: the Hadoop Map phase 
and the Hadoop Reduce phase. The input of the 
Hadoop Map is the positive group of the training 
data set. The output of the Hadoop Map is the 
positive group 1. The input of the Hadoop Reduce 
is the output of the Hadoop Map, thus, the input of 
the Hadoop Reduce is the positive group 1. The 

output of the Hadoop Reduce is the positive group 
1 

 
Fig. 14:  Overview Of Creating The Positive Group 1 

From The The Positive Group Of The Training Data Set 
In The Sequential System With The Positive Group 1 Is A 
Haft Of The Number Of Multi-Dimensional Vectors Of 

The Positive Group In The Distributed System. 
 
 We built the algorithm 23 to perform the 
Hadoop Map phase 
Input: the positive group of the training data set; 
Output: the positive group 1; 
Step 0: Input the positive group of the training 
data set into the Hadoop Map in the Cloudera 
system; 
Step 1: Set the positive group 1 := a haft of the 
number of multi-dimensional vectors of the positive 
group of the training data set; 
Step 2: Return the positive group 1; 
 We proposed the algorithm 24 to implement the 
Hadoop Reduce phase 
Input: the positive group 1; 
Output: the positive group 1 
Step 1: Receive the positive group 1; 
Step 2: Return the positive group 1; 
 
 In Figure 15, we create the positive group 2 
from the the positive group of the training data set 
in the sequential system with the positive group 2 is 
a haft of the number of multi-dimensional vectors 
of the positive group in the distributed system. This 
stage comprises two phases: the Hadoop Map phase 
and the Hadoop Reduce phase. The input of the 
Hadoop Map is the positive group of the training 
data set. The output of the Hadoop Map is the 
positive group 2. The input of the Hadoop Reduce 
is the output of the Hadoop Map, thus, the input of 
the Hadoop Reduce is the positive group 2. The 
output of the Hadoop Reduce is the positive group 
2 
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Fig. 15:  Overview Of Creating The Positive Group 2 

From The The Positive Group Of The Training Data Set 
In The Sequential System With The Positive Group 2 Is A 
Haft Of The Number Of Multi-Dimensional Vectors Of 

The Positive Group In The Distributed System. 
 
 We proposed the algorithm 25 to perform the 
Hadoop Map phase 
Input: the positive group of the training data set; 
Output: the positive group 2; 
Step 0: Input the positive group of the training 
data set into the Hadoop Map in the Cloudera 
system; 
Step 1: Set the positive group 2 := a haft of the 
number of multi-dimensional vectors of the positive 
group of the training data set; 
Step 2: Return the positive group 2; 
 We built the algorithm 26 to implement the 
Hadoop Reduce phase  
 Input: the positive group 2; 
 Output: the positive group 2 
 Step 1: Receive the positive group 2; 
 Step 2: Return the positive group 2; 
 
 In Figure 16, we create the negative group 1 from 
the the negative group of the training data set in the 
sequential system with the negative group 1 is a 
haft of the number of multi-dimensional vectors of 
the negative group in the distributed system. This 
stage comprises two phases: the Hadoop Map phase 
and the Hadoop Reduce phase. The input of the 
Hadoop Map is the negativegroup of the training 
data set. The output of the Hadoop Map is the 
negative group 1. The input of the Hadoop Reduce 
is the output of the Hadoop Map, thus, the input of 
the Hadoop Reduce is the negativegroup 1. The 
output of the Hadoop Reduce is the negativegroup 
1 

 
Fig. 16:  Overview Of Creating The Negative Group 1 

From The The Positive Group Of The Training Data Set 
In The Sequential System With The Negative Group 1 Is 
A Haft Of The Number Of Multi-Dimensional Vectors Of 

The Negative Group In The Distributed System. 
 
 We built the algorithm 27 to perform the 
Hadoop Map phase  
Input: the negative group of the training data set; 
Output: the negative group 1; 
Step 0: Input the negative group of the training 
data set into the Hadoop Map in the Cloudera 
system; 
Step 1: Set the negativegroup 1 := a haft of the 
number of multi-dimensional vectors of the 
negativegroup of the training data set; 
Step 2: Return the negativegroup 1; 
 We proposed the algorithm 28 to implement the 
Hadoop Reduce phase 
Input: the negativegroup 1; 
Output: the negativegroup 1 
Step 1: Receive the negativegroup 1; 
Step 2: Return the negativegroup 1; 
 
 In Figure 17, we create the negativegroup 2 
from the the negativegroup of the training data set 
in the sequential system with the negative group 2 
is a haft of the number of multi-dimensional vectors 
of the negative group in the distributed system. This 
stage comprises two phases: the Hadoop Map phase 
and the Hadoop Reduce phase. The input of the 
Hadoop Map is the negativegroup of the training 
data set. The output of the Hadoop Map is the 
negative group 2. The input of the Hadoop Reduce 
is the output of the Hadoop Map, thus, the input of 
the Hadoop Reduce is the negative group 2. The 
output of the Hadoop Reduce is the negative group 
2 
 We proposed the algorithm 29 to perform the 
Hadoop Map phase  
Input: the negative group of the training data set; 
Output: the negative group 2; 
Step 0: Input the negative group of the training 
data set into the Hadoop Map in the Cloudera 
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system; 
Step 1: Set the negative group 2 := a haft of the 
number of multi-dimensional vectors of the 
negativegroup of the training data set; 
Step 2: Return the negative group 2; 

Fig. 17:  Overview of creating the negative group 2 from 
the the negative group of the training data set in the 

sequential system with the negative group 2 is a haft of 
the number of multi-dimensional vectors of the negative 

group in the distributed system. 
 We built the algorithm 30 to implement the 
Hadoop Reduce phase 
Input: the negativegroup 2; 
Output: the positive group 2 
Step 1: Receive the negativegroup 2; 
Step 2: Return the negativegroup 2; 
 
 Based on the studies related to the Fuzzy C-
Means algorithm (FCM) in [45-49], the main ideas 
of the FCM are as follows: 
1)Enter values for the two parameters: c (1 <c< 
N),m and initializing the sample matrix 
2)Repeat 

2.1 j = j + 1; 
2.2 Calculating fuzzy partition matrix Uj 

following formula (1) 
2.3 Updating centers V(j) [v1(j), v2(j), ..., 

vc(j) ]basing on (2) and Ujmatrix; 
Step 3: Untill (|| U(j+1)–U(j)||F≤ ε); 
Step 4: Performing results of the clusters. 

with||U||2F= ∑ 𝑖 ∑ 𝑘U2
ik 

The FCM uses Euclidean distance to calculate the 
distance between two vectors 
 According to the surveys related to the K-Means 
algorithm (KM) in [50-54], the main ideas of the 
the KM are as follows: 
1)Place K points into the space represented by the 
objects that are being clustered. These points 
represent initial group centroids. 
2)Assign each object to the group that has the 
closest centroid. 
3)When all objects have been assigned, recalculate 
the positions of the K centroids. 

4)Repeat Steps 2 and 3 until the centroids no longer 
move. This produces a separation of the objects into 
groups from which the metric to be minimized can 
be calculated. 
 
 In Figure 18, we use the Co-Training model 
with the Fuzzy C-Means algorithm as the first 
classifier, the K-Means algorithm as the second 
classifier and the multi-dimensional vectors 
according to the sentiment lexicons of the 
OTSUKA coefficient to classify the documents of 
the testing data set into either the positive or the 
negative in the distributed system. This stage 
comprises two phases: the Hadoop Map phase and 
the Hadoop Reduce phase. The input of the Hadoop 
Map is thedocuments of the testing data set and the 
training data set. The output of the Hadoop Map is 
the 50 multi-dimensional vectors from the best 
results of the sentiment classification of the KM of 
the first classifier and the 50 multi-dimensional 
vectors from the best results of the sentiment 
classification of the FCM of the second classifier. 
The input of the Hadoop Reduce is the output of the 
Hadoop Map, thus, the input of the Hadoop Reduce 
is the 50 multi-dimensional vectors from the best 
results of the sentiment classification of the KM of 
the first classifier and the 50 multi-dimensional 
vectors from the best results of the sentiment 
classification of the FCM of the second classifier. 
The output of the Hadoop Reduce is the results of 
the sentiment classification of the documents of the 
testing data set. 
 We built the algorithm 31 to perform the 
Hadoop Map phase 
Input: the documents of the testing data set and the 
training data set 
Output: the 50 multi-dimensional vectors from the 
best results of the sentiment classification of the 
KM of the first classifier and the 50 multi-
dimensional vectors from the best results of the 
sentiment classification of the FCM of the second 
classifier;  
Step 1: Creating a basis English sentiment 
dictionary (bESD) in a parallel environment (4.1.3); 
Step 2: Transferring the documents of the testing 
data set into the multi-dimensional vectors of the 
document based on the sentiment lexicons of the 
bESD in the parallel system Figure 9 
Step 3: Transferring the positive documents of the 
training data set into the positive multi-dimensional 
vectors (called the positive group of the training 
data set) based on the sentiment lexicons of the 
bESD in the distributed system in Figure 10 
Step 4: Transferring the negative documents of the 
training data set into the negative multi-
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dimensional vectors (called the negative group of 
the training data set) based on the sentiment 
lexicons of the bESD in the distributed system in 
Figure 11 
Step 5: Creating the positive group 1 from the the 
positive group of the training data set in the 
sequential system with the positive group 1 is a haft 
of the number of multi-dimensional vectors of the 
positive group in the distributed system in Figure 
14 
Step 6: Creating the positive group 2 from the the 
positive group of the training data set in the 
sequential system with the positive group 2 is a haft 
of the number of multi-dimensional vectors of the 
positive group in the distributed system in Figure 
15 
Step 7: Creating the negative group 1 from the the 
negative group of the training data set in the 
sequential system with the negative group 1 is a 
haft of the number of multi-dimensional vectors of 
the negative group in the distributed system in 
Figure 16 
Step 8: Creating the negative group 2 from the the 
negative group of the training data set in the 
sequential system with the negative group 2 is a 
haft of the number of multi-dimensional vectors of 
the negative group in the distributed system in 
Figure 17 
Step 9: Input the multi-dimensional vectors of the 
testing data set, the positive group and the negative 
group of the training data set into the Hadoop Map 
in the Cloudera; 
Step 10: An initial collection U of unlabeled 
examples, set U := the multi-dimensional vectors of 
the testing data set; 
Step 11: Training set L1 for classifer h1, L1 = the 
positive group 1 and the negative group 1 of the 
training data set; 
Step 12: Training set L2 for classifer h2, L2 = the 
positive group 2 and the negative group 2 of the 
training data set; 
Step 13: While (U is not empty), repeat: 
Step 14: Using the KM with the input is U, and L1 
according to the surveys related to the K-Means 
algorithm (KM) in [50-54]; 
Step 15: Using the FCM with the input is U, and L2 
based on the studies related to the Fuzzy C-Means 
algorithm (FCM) in [45-49]; 
Step 16: Selecting the 50 multi-dimensional vectors 
from the best results of the sentiment classification 
of the KM; 
Step 17: U := U - the 50 multi-dimensional vectors; 
Step 18: Add the 50 multi-dimensional vectors into 
either the positive group 2 or the negative group 2 
of L2; 

Step 19: Choosing the 50 multi-dimensional vectors 
from the best results of the sentiment classification 
of the FCM; 
Step 20: U := U - the 50 multi-dimensional vectors; 
Step 21: Add the 50 multi-dimensional vectors into 
either the positive group 1 or the negative group 1 
of L1; 
Step 22: End Repeat – End Step 8; 
Step 23: Return the 50 multi-dimensional vectors 
from the best results of the sentiment classification 
of the KM of the first classifier and the 50 multi-
dimensional vectors from the best results of the 
sentiment classification of the FCM of the second 
classifier;  
 We proposed the algorithm 32 to implement the 
Hadoop Reduce phase 
Input: the 50 multi-dimensional vectors from the 
best results of the sentiment classification of the 
KM of the first classifier and the 50 multi-
dimensional vectors from the best results of the 
sentiment classification of the FCM of the second 
classifier;  
Output: the results of the sentiment classification of 
the documents of the testing data set (positive, 
negative, or neutral); 
Step 1:Receive the 50 multi-dimensional vectors 
from the best results of the sentiment classification 
of the KM of the first classifier and the 50 multi-
dimensional vectors from the best results of the 
sentiment classification of the FCM of the second 
classifier;  
Step 2: Add them into the results of the sentiment 
classification of the documents of the testing data 
set (positive, negative, or neutral);  
Step 3: Return the results of the sentiment 
classification of the documents of the testing data 
set (positive, negative, or neutral); 
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Fig. 18:  Overview of using the Co-Training model with 
the Fuzzy C-Means algorithm as the first classifier, the 

K-Means algorithm as the second classifier and the 
multi-dimensional vectors according to the sentiment 

lexicons of the OTSUKA coefficient to classify the 
documents of the testing data set into either the positive 

or the negative in the distributed system. 
 
5. EXPERIMENT 
 

We have measured an Accuracy (A) to calculate 
the accuracy of the results of emotion classification. 

We used a Java programming language for 
programming to save data sets, implementing our 
proposed model to classify the 10,500,000 
documents of the testing data set and the 4,000 

documents of the training data set. To implement 
the proposed model, we have already used the Java 
programming language to save the English testing 
data set and to save the results of emotion 
classification. 

The proposed model was implemented in both 
the sequential system and the distributed network 
environment. 

Our model related to the Co-Training model 
using the Fuzzy C-Means algorithm as the first 
classifier, the K-Means algorithm as the second 
classifier and the multi-dimensional vectors 
according to the sentiment lexicons of the 
OTSUKA coefficient is implemented in the 
sequential environment with the configuration as 
follows: The sequential environment in this 
research includes 1 node (1 server). The 
configuration of the server in the sequential 
environment is: Intel® Server Board S1200V3RPS, 
Intel® Pentium® Processor G3220 (3M Cache, 
3.00 GHz), 2GB CC3-10600 ECC 1333 MHz LP 
Unbuffered DIMMs. The operating system of the 
server is: Cloudera. The Java language is used in 
programming our model related to the Co-Training 
model using the Fuzzy C-Means algorithm as the 
first classifier, the K-Means algorithm as the second 
classifier and the multi-dimensional vectors 
according to the sentiment lexicons of the 
OTSUKA coefficient. 

The novel model related to the self-training 
model using the Co-Training model using the Fuzzy 
C-Means algorithm as the first classifier, the K-
Means algorithm as the second classifier and the 
multi-dimensional vectors according to the 
sentiment lexicons of the OTSUKA coefficient is 
performed in the Cloudera parallel network 
environment with the configuration as follows: This 
Cloudera system includes 9 nodes (9 servers). The 
configuration of each server in the Cloudera system 
is: Intel® Server Board S1200V3RPS, Intel® 
Pentium® Processor G3220 (3M Cache, 3.00 GHz), 
2GB CC3-10600 ECC 1333 MHz LP Unbuffered 
DIMMs. The operating system of each server in the 
9 servers is: Cloudera. All 9 nodes have the same 
configuration information. The Java language is 
used in programming the application of the 
proposed model related to the Co-Training model 
using the Fuzzy C-Means algorithm as the first 
classifier, the K-Means algorithm as the second 
classifier and the multi-dimensional vectors 
according to the sentiment lexicons of the 
OTSUKA coefficient in the Cloudera 

In Table 3, we present the results of the 
documents in the testing data set and the accuracy 
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of our novel model for the documents in the testing 
data set. 

The average times of the classification of our 
new model for the documents in testing data set are 
displayed in Table 4. 

 
6. CONCLUSION 
 

In this survey, a new model has been proposed to 
classify sentiment of many documents in English 
using the Co-Training model withthe Fuzzy C-
Means algorithm as the first classifier, the K-Means 
algorithm as the second classifier and the multi-
dimensional vectors according to the sentiment 
lexicons of the OTSUKAcoefficientwith Hadoop 
Map (M) /Reduce (R) in the Cloudera parallel 
network environment. Based on our proposed new 
model, we have achieved 89.29% accuracy of the 
testing data set in Table 3. Until now, not many 
studies have shown that the clustering methods can 
be used to classify data. Our research shows that 
clustering methods are used to classify data and, in 
particular, can be used to classify the 
sentiments(positive, negative, or neutral) in text. 

The proposed model can be applied to other 
languages although our new model has been tested 
on our English data set. Our model can be applied 
to larger data sets with millions of English 
documents in the shortest time although our model 
has been tested on the documents of the testing data 
set in which the data sets are small in this survey. 

According to Table 4, the average time of the 
sentiment classification of usingthe Co-Training 
model with the Fuzzy C-Means algorithm as the 
first classifier, the K-Means algorithm as the second 
classifier and the multi-dimensional vectors 
according to the sentiment lexicons of the 
OTSUKA coefficient in the sequential environment 
is 44,206,310 seconds/10,500,000 English 
documents and it is greater than the average time of 
the sentiment classification of using the Co-
Training model with the Fuzzy C-Means algorithm 
as the first classifier, the K-Means algorithm as the 
second classifier and the multi-dimensional vectors 
according to the sentiment lexicons of the 
OTSUKA coefficient in the Cloudera parallel 
network environment with 3 nodes which is 
13,402,103 seconds/10,500,000 English documents. 
The average time of the sentiment classification of 
using the Co-Training model with the Fuzzy C-
Means algorithm as the first classifier, the K-Means 
algorithm as the second classifier and the multi-
dimensional vectors according to the sentiment 
lexicons of the OTSUKA coefficientin the Cloudera 
parallel network environment with 9 nodes is 

4,934,034 seconds/10,500,000 English documents, 
and It is the shortest time in the  table. Besides, the 
average time of the sentiment classification of using 
the Co-Training model with the Fuzzy C-Means 
algorithm as the first classifier, the K-Means 
algorithm as the second classifier and the multi-
dimensional vectors according to the sentiment 
lexicons of the OTSUKA coefficientin the Cloudera 
parallel network environment with 6 nodes 
is7,401,051seconds /10,500,000 English documents  

The accuracy of the proposed model is dependent 
on many factors as follows: 
1)The co-training – related algorithms 
2)The testing data set 
3)The documents of the testing data set must be 
standardized carefully. 
4)Transferring one document into one multi-
dimensional vector based on the sentiment lexicons. 
5)TheOM – related equations. 
6)The FMC – related algorithms and the KM – 
related algorithms. 

The execution time of the proposed model is 
dependent on many factors as follows: 
1)The parallel network environment such as the 
Cloudera system. 
2)The distributed functions such as Hadoop Map 
(M) and Hadoop Reduce (R). 
3)The co-training – related algorithms 
4)The performance of the distributed network 
system. 
5)The number of nodes of the parallel network 
environment. 
6)The performance of each node (each server) of 
the distributed environment. 
7)The sizes of the training data set and the testing 
data set. 
8)Transferring one document into one multi-
dimensional vector according to the sentiment 
lexicons. 
9)The Google search engine. 
10)TheOM – related equations. 
11)The FCM – related algorithms and the KM – 
related algorithm. 

The proposed model has many advantages and 
disadvantages. Its positives are as follows: It uses 
the Co-Training model with the Fuzzy C-Means 
algorithm as the first classifier, the K-Means 
algorithm as the second classifier and the multi-
dimensional vectors according to the sentiment 
lexicons of the OTSUKA coefficient with the multi-
dimensional vectors based on the sentiment 
lexicons to classify the sentiments of English 
documents based on sentences. The proposed model 
can process millions of documents in the shortest 
time. This study can be performed in distributed 
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systems to shorten the execution time of the 
proposed model. It can be applied to other 
languages. Its negatives are as follows: It has a low 
rate of accuracy. It costs too much and takes too 
much time to implement this proposed model.   

To understand the scientific values of this 
research, we have compared our model's results 
with many studies in the tables below. 

In Table 5, we show the comparisons of our 
model’s benefits and drawbacks with the studies 
related to the Fuzzy C-Means algorithm (FCM) in 
[45-49] 

The comparisons of our model’s benefits and 
drawbacks with the studies related to the K-Means 
algorithm (KM) in [50-54] are presented in Table 6. 

In Table 7, we display the comparisons of our 
model’s benefits and drawbacks with the studies 
related to the Co-Training algorithm in [55-59] 

The comparisons of our model’s advantages and 
disadvantages with the works in [60-62] are shown 
in Table 8. 

In Table 9, we present the comparisons of our 
model’s positives and negatives the latest sentiment 
classification models (or the latest sentiment 
classification methods) in [63-65] 
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APPENDICES:  
 

Table 1: Comparisons of our model’s advantages 
and disadvantages with the works related to [1-32]. 

Sur
vey

s 

Approach Advantages Disad
vanta

ges 

[1] Constructin
g sentiment 
lexicons in 
Norwegian 
from a 
large text 
corpus 

Through the 
authors’PMI 
computations in 
this surveythey 
used a distance of 
100 words from 
the seed word, but 
it mightbe that 
other lengths that 
generate better 
sentiment lexicons. 
Some of the 
authors’ 
preliminary 
research showed 
that 100 gave a 
better result. 

No 
mentio
n 

[2] Unsupervis
ed 
Learning of 
Semantic 
Orientation 
from a 
Hundred-
Billion-
Word 
Corpus. 

This survey has 
presented a general 
strategy for 
learning semantic 
orientation from 
semantic 
association, SO-A. 
Two instances of 
this strategy have  
been empirically 
evaluated, SO-
PMI-IR andSO-
LSA.  The  
accuracy  of  SO-
PMI-IR  is  
comparable  to  the  
accuracy  of  HM,  
the  algorithm  
ofHatzivassiloglou  
and  McKeown  
(1997).  SO-PMI-
IR  requires  a  
large  corpus,  but  
it  is  simple, easy 
to implement, 
unsupervised, and 
it is not restricted 
to adjectives. 

No 
Menti
on 

Our 
wor

k 

-Our novel model, the advantages and 
disadvantages of this survey are shown in 
the Conclusion section. 

 
 

Table 2: Comparisons of our model’s benefits and 
drawbacks with the studies related to the OTSUKA 

coefficient (OM) in [39-44]. 
Surv
eys 

Approach Benefits Drawba
cks 

[39] A Survey of 
Binary 
Similarity 
and Distance 
Measures 

Applying 
appropriate 
measures results 
in more accurate 
data analysis. 
Notwithstanding
, few 
comprehensive 
surveys on 
binary measures 
have been 
conducted. 
Hence the 
authors 
collected 76 
binary similarity 
and distance 
measures used 
over the last 
century and 
reveal their 
correlations 
through the 
hierarchical 
clustering 
technique 

No 
mention 

[40] Quantified 
coefficients 
of 
association 
and 
measuremen
t of 
similarity 

Quantified 
coefficients of 
association 
avoid several 
problems of 
shape and size 
that are 
associated with 
correlation 
coefficients and 
measures of 
Euclidean 
distance. 
However, when 
measuring 
similarity, 
quantified 
coefficients 
weight each 
attribute of an 
object by that 
attribute's 
magnitude. A 
related set of 
similarity 
indices termed 
“mean ratios” is 
introduced; 
these indices 

No 
mention 
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give each 
attribute equal 
weight in all 
situations. Both 
quantified 
coefficients of 
association and 
mean ratios are 
related to a 
number of 
measures of 
similarity 
introduced to 
various fields of 
scientific 
research during 
the past 50 
years. A review 
of this literature 
is included in an 
attempt to 
consolidate 
methodology 
and simplify 
nomenclature. 

Our 
work 

-Our novel model, the advantages and 
disadvantages of this survey are shown in the 
Conclusion section. 

 
 
Table 3: The results of the documents in the testing data 

set and the accuracy of our novel model for the 
documents in the testing data set. 

 

Testin
g 

Datase
t 

Correct 
Classificatio

n 

Incorrect 
Classificati

on 

Accur
acy 

 Negative 
5,250,0

00 
4,680,124 569,876 

89.25
%  Positive 

5,250,0
00 

4,691,126 558,874 

 Summary 
10,500,

000 
9,371,250 1,128,750 

 
 

Table 4: Average time of the classification of our 
new model for the documents in testing data set. 

 

Average time of the 
classification 
/10,500,000 
documents. 

The novel model in the 
sequential environment 

44,206,310 seconds  

The novel model in the 
Cloudera distributed 
system with 3 nodes 

13,402,103 seconds 

 

Average time of the 
classification 
/10,500,000 
documents. 

The novel model in the 
Cloudera distributed 
system with 6 nodes 

7,401,051 seconds 

The novel model in the 
Cloudera distributed 
system with 9 nodes 

4,934,034 seconds 

 
 
Table 5: Comparisons of our model’s benefits and 
drawbacks with the studies related to the Fuzzy C-

Means algorithm (FCM) in [45-49] 
Sur
vey

s 

Approach Benefits Draw
backs 

[45] FCM: The 
fuzzy c-
means 
clustering 
algorithm 

This program 
generates fuzzy 
partitions and 
prototypes for any set 
of numerical data. 
These partitions are 
useful for 
corroborating known 
substructures or 
suggesting 
substructure in 
unexplored data. The 
clustering criterion 
used to aggregate 
subsets is a 
generalized least-
squares objective 
function. Features of 
this program include 
a choice of three 
norms (Euclidean, 
Diagonal, or 
Mahalonobis), an 
adjustable weighting 
factor that essentially 
controls sensitivity to 
noise, acceptance of 
variable numbers of 
clusters, and outputs 
that include several 
measures of cluster 
validity. 

No 
mentio
n 

[46] A 
modified 
fuzzy c-
means 
algorithm 
for bias 
field 
estimation 
and 
segmentat

The result is a slowly 
varying shading 
artifact over the 
image that can 
produce errors with 
conventional 
intensity-based 
classification. The 
authors’ algorithm is 
formulated by 

No 
mentio
n 
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ion of 
MRI data 

modifying the 
objective function of 
the standard fuzzy c-
means (FCM) 
algorithm to 
compensate for such 
inhomogeneities and 
to allow the labeling 
of a pixel (voxel) to 
be influenced by the 
labels in its 
immediate 
neighborhood. The 
neighborhood effect 
acts as a regularizer 
and biases the 
solution toward 
piecewise-
homogeneous 
labelings. Such a 
regularization is 
useful in segmenting 
scans corrupted by 
salt and pepper noise. 
Experimental results 
on both synthetic 
images and MR data 
are given to 
demonstrate the 
effectiveness and 
efficiency of the 
proposed algorithm. 

Our 
wor

k 

-Our novel model, the advantages and 
disadvantages of this survey are shown in the 
Conclusion section. 

 
 
Table 6: Comparisons of our model’s benefits and 
drawbacks with the studies related to the K-Means 

algorithm (KM) in [50-54] 
Surv
eys 

Approach Benefits Dra
wbac

ks 

[50] Genetic K-
means 
algorithm 

The authors define K-
means operator, one-
step of K-means 
algorithm, and use it in 
GKA as a search 
operator instead of 
crossover. The authors 
also define a biased 
mutation operator 
specific to clustering 
called distance-based-
mutation. Using finite 
Markov chain theory, 
the authors prove that 
the GKA converges to 
the global optimum. It 

No 
menti
on 

is observed in the 
simulations that GKA 
converges to the best 
known optimum 
corresponding to the 
given data in 
concurrence with the 
convergence result. It 
is also observed that 
GKA searches faster 
than some of the other 
evolutionary 
algorithms used for 
clustering. 

[51] Extensions 
to the k-
Means 
Algorithm 
for 
Clustering 
Large Data 
Sets with 
Categorical 
Values 

The authors use the 
well known soybean 
disease and credit 
approval data sets to 
demonstrate the 
clustering performance 
of the two algorithms. 
The authors’ 
experiments on two 
real world data sets 
with half a million 
objects each show that 
the two algorithms are 
efficient when 
clustering large data 
sets, which is critical 
to data mining 
applications. 

No 
menti
on 

Our 
work 

-Our novel model, the advantages and 
disadvantages of this survey are shown in the 
Conclusion section. 

 
Table 7: Comparisons of our model’s benefits and 

drawbacks with the studies related to the Co-Training 
algorithm in [55-59] 

Surv
eys 

Approach Benefits Drawba
cks 

[55] Applying 
co-
training 
methods 
to 
statistical 
parsing 

The algorithm 
iteratively labels the 
entire data set with 
parse trees. Using 
empirical results 
based on parsing the 
Wall Street Journal 
corpus the authors 
show that training a 
statistical parser on 
the combined 
labeled and 
unlabeled data 
strongly out-
performs training 
only on the labeled 
data. 

No 
mention 
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[56] Speech 
Emotion 
Recogniti
on using 
an 
Enhanced 
Co-
Training 
Algorithm 

The authors’ 
experimental results 
demonstrate that 
compared with the 
method based on the 
supervised training, 
the proposed system 
makes 9.0% 
absolute 
improvement on 
female model and 
7.4% on male model 
in terms of average 
accuracy. Moreover, 
the enhanced co-
training algorithm 
achieves 
comparable 
performance to the 
co-training 
prototype, while it 
can reduce the 
classification noise 
which is produced 
by error labeling in 
the process of semi-
supervised learning. 

No 
mention 

Our 
work 

-Our novel model, the advantages and 
disadvantages of this survey are shown in the 
Conclusion section. 

 
 

Table 8: Comparisons of our model’s advantages 
and disadvantages with the works in [60-62] 

Resea
rches 

Approach Advantages Disad
vanta

ges 

[60] Examinin
g the 
vector 
space 
model, an 
informatio
n retrieval 
technique 
and its 
variation 

In this work, the 
authors have given an 
insider to the 
workingof vector 
space model 
techniques used for 
efficientretrieval 
techniques. It is the 
bare fact that each 
systemhas its own 
strengths and 
weaknesses.What we 
havesorted out in the 
authors’ work for 
vector space 
modeling is that 
themodel is easy to 
understand and 
cheaper to 
implement, 
considering the fact 
that the system 
should be 

No 
mentio
n 

costeffective (i.e., 
should follow the 
space/timeconstraint. 
It is also very 
popular. Although 
the system has all 
these properties, it is 
facing some major 
drawbacks. 

[61] +Latent 
Dirichlet  
allocation 
(LDA). 
+Multi-
label text 
classificati
on tasks 
and apply 
various 
feature 
sets. 
+Several 
combinati
ons of 
features, 
like bi-
grams and 
uni-
grams. 

In this work, the 
authors consider 
multi-label text 
classification tasks 
and apply various 
feature sets. The 
authors consider a 
subset of multi-
labeled files of the 
Reuters-21578 
corpus. The authors 
use traditional TF-
IDF values of the 
features and tried 
both considering and 
ignoring stop words. 
The authors also tried 
several combinations 
of features, like bi-
grams and uni-grams. 
The authors also 
experimented with 
adding LDA results 
into vector space 
models as new 
features. These last 
experiments obtained 
the best results. 

No 
mentio
n 

Our 
work 

-Our novel model, the advantages and 
disadvantages of this survey are shown in the 
Conclusion section. 

 
 

Table 9: Comparisons of our model’s positives and 
negatives the latest sentiment classification models 
(or the latest sentiment classification methods) in 

[63-65] 
Stu
dies 

Approach Positives Negati
ves 

[63
] 

The 
Machine 
Learning 
Approaches 
Applied to 
Sentiment 
Analysis-
Based 
Application
s 

The main emphasis 
of this survey is to 
discuss the research 
involved in applying 
machine learning 
methods, mostly for 
sentiment 
classification at 
document level. 
Machine learning-
based approaches 
work in the following 
phases, which are 

No 
mentio
n 
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discussed in detail in 
this work for 
sentiment 
classification: (1) 
feature extraction, (2) 
feature weighting 
schemes, (3) feature 
selection, and (4) 
machine-learning 
methods. This study 
also discusses the 
standard free 
benchmark datasets 
and evaluation 
methods for 
sentiment analysis. 
The authors conclude 
the research with a 
comparative study of 
some state-of-the-art 
methods for 
sentiment analysis 
and some possible 
future research 
directions in opinion 
mining and sentiment 
analysis. 

[64
] 

Semantic 
Orientation
-Based 
Approach 
for 
Sentiment 
Analysis 

This approach 
initially mines 
sentiment-bearing 
terms from the 
unstructured text and 
further computes the 
polarity of the terms. 
Most of the 
sentiment-bearing 
terms are multi-word 
features unlike bag-
of-words, e.g., “good 
movie,” 
“nicecinematography
,” “nice actors,” etc. 
Performance of 
semantic orientation-
based approach has 
been limited in the 
literature due to 
inadequate coverage 
of multi-word 
features. 

No 
mentio
n 

Our 
wor

k 

-Our novel model, the advantages and 
disadvantages of this survey are shown in the 
Conclusion section. 

 
 
 
 
 
 

 


