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ABSTRACT 
 

Many different researches have already been used for sentiment classification for many years because the 
sentiment lexicons have already had many significant contributions to everyday life, such as in political 
activities, commodity production, and commercial activities. We have proposed a novel model using many 
bag-of-words vectors (BOWV) and a SOKAL & SNEATH-IV Coefficient (SSIVC) for a K-Means 
algorithm (KM) to classify all the documents of the testing data set comprising 13,500,000 documents, the 
6,750,000 positive and the 6,750,000 negative , into either 2,500,000 positive sentences or 2,500,000 
negative sentences of our training data set including 5,000,000 sentences in English. In this survey, the 
BOWVs are improved by using many sentiment lexicons of our basis English sentiment dictionary (bESD) 
by using the SSIVC through a Google search engine with AND operator and OR operator. One sentence in 
English is transferred into one BOWV. The KM is used in clustering one BOWV into either the positive 
BOWVs or the negative BOWVs of the training data set. The sentiment classification of one document is 
based on the results of the sentiment classification of its BOWVs. We have firstly tested the proposed 
model in a sequential environment, and then, the novel model has been tested in a distributed network 
system secondly. The results of the sequential system are not as good as that of the parallel environment. 
The accuracy of the testing data set has been achieved 88.76%. Many different fields can widely use the 
results of the novel model certainly. 

Keywords: English sentiment classification; parallel system; Cloudera; Hadoop Map and Hadoop 
Reduce; K-Means algorithm; SOKAL & SNEATH-IV Coefficient                                            

 
1. INTRODUCTION  
 

A clustering data is a set of objects which is 
processed into classes of similar objects in a data 
mining field. One cluster is a set of data objects 
which are similar to each other and are not similar 
to objects in other clusters. A number of data 
clusters can be clustered, which can be identified 
following experience or can be automatically 
identified as part of clustering method.  

There are the researches related to many 
sentiment lexicons in [1-38]. 

According to the survey related to the a vector 
space modeling (VSM) in [44-46], vector space 
model is a statistical model for representing text 

information for Information Retrieval, NLP, Text 
Mining as follows: (1) Representing documents in 
VSM is called "vectorizing text" (2) contains the 
following information: how many documents 
contain a term, and what are important terms each 
document. The vector space model procedure can 
be divided in to three stages. The first stage is the 
document indexing where content bearing terms are 
extracted from the document text. The second stage 
is the weighting of the indexed terms to enhance 
retrieval of document relevant to the user. The last 
stage ranks the document with respect to the query 
according to a similarity measure. 

With the surveys related to the bag-of-words 
(BOW) [47-51],  It is a model used in natural 
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language processing. One aim of BoW is to 
categorize documents. The idea is to analyse and 
classify different “bags of words” (corpus). And by 
matching the different categories, we identify which 
“bag” a certain block of text (test data) comes from. 

Based on the studies related to the K-Means 
algorithm (KM) [52-56], It is one of the simplest 
unsupervised learning algorithms that solve the well 
known clustering problem. The procedure follows a 
simple and easy way to classify a given data set 
through a certain number of clusters (assume k 
clusters) fixed a priori. The main idea is to define k 
centroids, one for each cluster. These centroids 
shoud be placed in a cunning way because of 
different location causes different result. So, the 
better choice is to place them as much as possible 
far away from each other. The next step is to take 
each point belonging to a given data set and 
associate it to the nearest centroid. When no point is 
pending, the first step is completed and an early 
groupage is done. At this point we need to re-
calculate k new centroids as barycenters of the 
clusters resulting from the previous step. After we 
have these k new centroids, a new binding has to be 
done between the same data set points and the 
nearest new centroid. A loop has been generated. 
As a result of this loop we may notice that the k 
centroids change their location step by step until no 
more changes are done. In other words centroids do 
not move any more. 

The basic principles are proposed for our new 
model as follows: (1)It is assumed that each English 
sentence has m English words (or English phrases). 
(2)It is assumed that the maximum number of one 
English sentence is m_max terms (words or 
phrases); it means that m is less than m_max or m is 
equal to m_max. (3)It is assumed that each English 
document has n English sentences. (4)Assuming 
that the maximum number of one English document 
is n_max sentences; it means that n is less than 
n_max or n is equal to n_max. 

The motivation of this new model is as follows: 
Many algorithms in the data mining field can be 
applied to natural language processing, specifically 
semantic classification for processing millions of 
English documents. The KM and a SOKAL & 
SNEATH-IV Coefficient (SSIVC) of the clustering 
technologies of the data mining filed can be applied 
to the sentiment classification in both a sequential 
environment and a parallel network system. The 
BOWVs can be improved according to many 
sentiment lexicons of our basis English sentiment 
dictionary (bESD). This will result in many 
discoveries in scientific research, hence the 
motivation for this study. 

The novelty and originality of the proposed 
approach are as follows:  
(1)The KM and the SSIVC were applied to the 
sentiment classification.  
(2)This  can also be applied to identify the 
sentiments (positive, negative, or neutral) of 
millions of many documents.  
(3)This survey can be applied to other parallel 
network systems.  
(4)The Cloudera system, Hadoop Map (M) and 
Hadoop Reduce (R) were used in the proposed 
model.  
(5)The KM was performed in both the sequential 
system and the parallel environment.  
(6)The SSIVC was implemented in both the 
sequential environment and the distributed system.  
(7)We did not use a vector spae modeling (VSM).  
(8)We did not use any one-dimensional vectors.  
(9)We did not use any multi-dimensional vectors  
(10)The sentiment values and the polarities of the 
sentiment lexicons of the bESD were calculated by 
using the PHI through a Google search engine with 
AND operator and OR operator in both the 
sequential environment and the distributed network 
system.  
(11)The bag-of-words vectors (BOWVs) which 
were successfully improved according to the 
sentiment lexicons of the bESD were built in both 
the sequential system and the paralle environment.  
(12)The input of this survey is the document of the 
testing data set and the sentences of the training 
data set. We studied to transfer them into the 
formats which the proposed model can process 
certainly.  
(13)The KM using the BOWVs was used for the 
sentiment classification in English in both the 
sequential system and the parallel environment. 

According to the purpose of the research, we 
always try to find a new approach to improve many 
accuracies of the results of the sentiment 
classification and to shorten many execution times 
of the proposed model with a low cost. 

To get higher accuracy and shorten execution 
time of the sentiment classification, we did not use 
a vector spae modeling (VSM). We did not use any 
one-dimensional vectors. We did not use any multi-
dimensional vectors. We improve the BOWVs by 
using the sentiment lexicons of the bESD. We 
calculate the valences and the polarities of the 
sentiment lexicons of the bESD through the Google 
search engine with AND operator and OR operator. 
One sentence in English is transferred into one 
BOWV. 

In this survey, we implement the proposed model 
as follows: We calculate the valences and the 
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polarities of the sentiment lexicons of the bESD 
through the Google search engine with AND 
operator and OR operator. We improve the BOWVs 
by using the sentiment lexicons of the bESD. In this 
survey, one English sentence is transferred into one 
BOWV.  

We perform the proposed model as follows: The 
sentiment scores and the polarities of the sentiment 
lexicons of the bESD are firstly calculated by using 
the SSIVC through the Google search engine with 
AND operator and OR operator. The BOWVs are 
improved by using the sentiment lexicons. In this 
survey, one English sentence is transferred into one 
BOWV. A positive group which we transfer the 
positive sentences of the training data set into the 
BOWVs and a negative group which we transfer the 
negative sentences of the training data set into the 
BOWVs. All the sentences of one document of the 
testing data set are transferred into the BOWVs of 
the document. We use the KM to cluster one 
BOWV of the document into either the positive 
group or the negative group of the training data set. 
The sentiment classification of the document is 
identified according to the results of its BOWVs. If 
the number of the BOWVs clustered into the 
positive is greater than that clustered into the 
negative in the document, this document is 
clustered into the positive. If the number of the 
BOWVs clustered into the positive is less than that 
clustered into the negative in the document, this 
document is clustered into the negative. If the 
number of the BOWVs clustered into the positive is 
as equal as that clustered into the negative in the 
document, this document is clustered into the 
neutral. Finally, the sentiment classification of all 
the documents of the testing data set is identified 
certainly. 

All the above things are firstly implemented in 
the sequential system to get an accuracy of the 
result of the sentiment classification and an 
execution time of the result of the sentiment 
classification of the proposed model. All the above 
things are secondly performed in the parallel 
network environment to shorten the execution times 
of the proposed model to get the accuracy of the 
results of the sentiment classification and the 
execution times of the results of the sentiment 
classification of our new model 

The significant contributions of our new model 
can be applied to many areas of research as well as 
commercial applications as follows:  
(1)Many surveys and commercial applications can 
use the results of this work in a significant way.  
(2)The algorithms are built in the proposed model.  

(3)This survey can certainly be applied to other 
languages easily.  
(4)The results of this study can significantly be 
applied to the types of other words in English.  
(5)The algorithm of data mining is applicable to 
semantic analysis of natural language processing.  
(6)This study also proves that different fields of 
scientific research can be related in many ways.  
(7)Millions of English documents are successfully 
processed for emotional analysis.  
(8)The semantic classification is implemented in the 
parallel network environment.  
(9)The principles are proposed in the research. 
(10)The Cloudera distributed environment is used 
in this study.  
(11)The proposed work can be applied to other 
distributed systems.  
(12)This survey uses Hadoop Map (M) and Hadoop 
Reduce (R).  
(13)Our proposed model can be applied to many 
different parallel network environments such as a 
Cloudera system  
(14)This study can be applied to many different 
distributed functions such as Hadoop Map (M) and 
Hadoop Reduce (R).  
(15)The KM – related algorithms are proposed in 
this survey.  
(16)The  SSIVC – related algorithms are built in 
this work.  
(17)The BOW – related algorithms are proposed in 
this study. 

This study contains 6 sections. Section 
1introduces the study; Section 2 discusses the 
related works about the bag-of-words (BOW), K-
Means Algorithm (KM), SOKAL & SNEATH-IV 
Coefficient (SSIVC), etc.; Section 3 is about the 
English data set; Section 4 represents the 
methodology of our proposed model; Section 5 
represents the experiment. Section 6 provides the 
conclusion. The References section comprises all 
the reference documents; all tables are shown in the 
Appendices section. 

 
2. RELATED WORK 
 

We summarize many researches which are 
related to our research. By far, we know that PMI 
(Pointwise Mutual Information) equation and SO 
(Sentiment Orientation) equation are used for 
determining polarity of one word (or one phrase), 
and strength of sentiment orientation of this word 
(or this phrase). Jaccard measure (JM) is also used 
for calculating polarity of one word and the 
equations from this Jaccard measure are also used 
for calculating strength of sentiment orientation this 
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word in other research. PMI, Jaccard, Cosine, 
Ochiai, Tanimoto, and Sorensen measure are the 
similarity measure between two words; from those, 
we prove that the SOKAL & SNEATH-IV 
Coefficient (SSIVC) is also used for identifying 
valence and polarity of one English word (or one 
English phrase). Finally, we identify the sentimental 
values of English verb phrases based on the basis 
English semantic lexicons of the basis English 
emotional dictionary (bESD).  

There are the works related to the equations of 
the similarity measures in [1-27]. In the research 
[1], the authors generated several Norwegian 
sentiment lexicons by extracting sentiment 
information from two different types of Norwegian 
text corpus, namely, news corpus and discussion 
forums. The methodology was based on the Point 
wise Mutual Information (PMI). The authors 
introduced a modification of the PMI that considers 
small "blocks" of the text instead of the text as a 
whole, etc. The surveys related to the similarity 
coefficients to calculate the valences of words are in 
[28-32]. 

The English dictionaries are [33-38] and there are 
more than 55,000 English words (including English 
nouns, English adjectives, English verbs, etc.) from 
them. 

There are the works related to the SOKAL & 
SNEATH-IV Coefficient (SSIVC) in [39, 43]. The 
authors in [39] collected 76 binary similarity and 
distance measures used over the last century and 
reveal their correlations through the hierarchical 
clustering technique, etc. 

There are the works related to vector space 
modeling (VSM) in [44-46]. In this study [44], the 
authors examined the Vector Space Model, an 
Information Retrieval technique and its variation, 
etc. 

The surveys related to the bag-of-words are in 
[47-51]. In the work [47], the authors explored a 
hierarchical generative probabilistic model that 
incorporates both n-gram statistics and latent topic 
variables by extending a unigram topic model to 
include properties of a hierarchical Dirichlet bigram 
language model, etc. 

There are the researches related to the K-Means 
algorithm (KM) in [52-56]. In the study [52], the 
authors proposed a novel hybrid genetic algorithm 
(GA) that found a globally optimal partition of a 
given data into a specified number of clusters, etc. 

The latest researches of the sentiment 
classification are [57-67]. The main approaches for 
sentiment analysis in [57] could be categorized into 
semantic orientation-based approaches, knowledge-
based, and machine-learning algorithms, etc. 

 
3. DATA SET 

Fig. 1: Our testing data set in English. 
 Based on Fig 1, we built our the testing data set 
including the 13,500,000 documents in the movie 
field, which contains the 6,750,000 positive and 
6,750,000 negative in English. All the documents in 
our English testing data set are automatically 
extracted from English Facebook, English websites 
and social networks; then we labeled positive and 
negative for them. 

 

 
Fig 2: Our training data set in English. 

In Fig 2, we built our the training data set 
including the 5,000,000 sentences in the movie 
field, which contains the 2,500,000 positive and 
2,500,000 negative in English. All the sentences in 
our English training data set are automatically 
extracted from English Facebook, English websites 
and social networks; then we labeled positive and 
negative for them. 

 
4.  METHODOLOGY 
 

This section comprises three sub-sections as 
follows: (4.1) and (4.2). In the sub-section (4.1), we 
create the sentiment lexicons of the bESD. In the 
sub-section (4.2), we improve the BOWVs based on 
the sentiment lexicons of the bESD. In the sub-
section (4.3), we use the KM to cluster the 
documents of the testing data set into either the 
positive or the negative in both a sequential 
environment and a parallel distributed system. 

4.1 Creating the sentiment lexicons in English 
 The section includes three parts as follows: 
(4.1.1); (4.1.2); and (4.1.3). 
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4.1.1 Calculating a valence of one word (or 
one phrase) in English 

In this part, we calculate the valence and the 
polarity of one English word (or phrase) by using 
the SSIVC through a Google search engine with 
AND operator and OR operator, as the following 
diagram in Fig 3 below shows. 

 
Fig. 3:  Overview Of Identifying The Valence And 

The Polarity Of One Term In English Using A 
SOKAL & SNEATH-IV Coefficient (SSIVC) 

 
According to [1-15], Pointwise Mutual 

Information (PMI) between two words wi and wj 
has the equation  

𝑃𝑀𝐼(𝑤𝑖, 𝑤𝑗) = 𝑙𝑜𝑔ଶ(
𝑃(𝑤𝑖, 𝑤𝑗)

𝑃(𝑤𝑖)𝑥𝑃(𝑤𝑗)
)         (1) 

and SO (sentiment orientation) of word wi has the 
equation 
 

𝑆𝑂 (𝑤𝑖) = 𝑃𝑀𝐼(𝑤𝑖, 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)
− 𝑃𝑀𝐼(𝑤𝑖, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)       (2) 

  
In [1-8] the positive and the negative of Eq. (2) in 
English are: positive = {good, nice, excellent, 
positive, fortunate, correct, superior} and negative 
= {bad, nasty, poor, negative, unfortunate, wrong, 
inferior}. The AltaVista search engine is used in the 
PMI equations of [2, 3, 5] and the Google search 
engine is used in the PMI equations of [4, 6, 8]. 
Besides, [4] also uses German, [5] also uses 
Macedonian, [6] also uses Arabic, [7] also uses 
Chinese, and [8] also uses Spanish. In addition, the 
Bing search engine is also used in [6]. With [9-12], 
the PMI equations are used in Chinese, not English, 
and Tibetan is also added in [9]. About the search 
engine, the AltaVista search engine is used in [11] 
and [12] and uses three search engines, such as the 
Google search engine, the Yahoo search engine and 

the Baidu search engine. The PMI equations are 
also used in Japanese with the Google search 
engine in [13]. [14] and [15] also use the PMI 
equations and Jaccard equations with the Google 
search engine in English. In [14-21] the positive 
and the negative of Eq. (5) in English are: positive 
= {good, nice, excellent, positive, fortunate, correct, 
superior} and negative = {bad, nasty, poor, 
negative, unfortunate, wrong, inferior}. The Jaccard 
equations with the Google search engine in English 
are used in [14, 15, 17]. [16] and [21] use the 
Jaccard equations in English. [20] and [22] use the 
Jaccard equations in Chinese. [18] uses the Jaccard 
equations in Arabic. The Jaccard equations with the 
Chinese search engine in Chinese are used in 
[19].The authors in [28] used the Ochiai Measure 
through the Google search engine with AND 
operator and OR operator to calculate the sentiment 
values of the words in Vietnamese. The authors in 
[29] used the Cosine Measure through the Google 
search engine with AND operator and OR operator 
to identify the sentiment scores of the words in 
English. The authors in [30] used the Sorensen 
Coefficient through the Google search engine with 
AND operator and OR operator to calculate the 
sentiment values of the words in English. The 
authors in [31] used the Jaccard Measure through 
the Google search engine with AND operator and 
OR operator to calculate the sentiment values of the 
words in Vietnamese. The authors in [32] used the 
Tanimoto Coefficient through the Google search 
engine with AND operator and OR operator to 
identify the sentiment scores of the words in 
English 

With the above proofs, we have the information 
as follows: PMI is used with AltaVista in English, 
Chinese, and Japanese with the Google in English; 
Jaccard is used with the Google in English, 
Chinese, and Vietnamse. The Ochiai is used with 
the Google in Vietnamese. The Cosine and 
Sorensen are used with the Google in English. 

According to [1-32], PMI, Jaccard, Cosine, 
Ochiai, Sorensen, Tanimoto and SOKAL & 
SNEATH-IV Coefficient (SSIVC) are the similarity 
measures between two words, and they can perform 
the same functions and with the same 
characteristics; so SSIVC is used in calculating the 
valence of the words. In addition, we prove that 
SSIVC can be used in identifying the valence of the 
English word through the Google search with the 
AND operator and OR operator. 

With the SOKAL & SNEATH-IV Coefficient 
(SSIVC) in [39-43], we have the equation of the 
SSIVC as follows: 
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SOKAL & SNEATH − IV Coefficient (a, b)
= SOKAL & SNEATH
− IV Measure(a, b)
= SSIVC(a, b)

=
𝐴3

4
                          (3)  

with a and b are the vectors. 

A3 = 
(ୟ∩ୠ)

(ୟ∩ୠ)ା(¬ୟ∩ୠ)
+

(ୟ∩ୠ)

(ୟ∩ୠ)ା(ୟ∩¬ୠ)
+

(¬ୟ∩¬ୠ)

(¬ୟ∩¬ୠ)ା(¬ୟ∩ୠ)
+

(¬ୟ∩¬ୠ)

(¬ୟ∩¬ୠ)ା(ୟ∩¬ୠ)
 

From the eq. (1), (2), (3), we propose many new 
equations of the SSIVC to calculate the valence and 
the polarity of the English words (or the English 
phrases) through the Google search engine as the 
following equations below. 

In eq. (3), when a has only one element, a is a 
word. When b has only one element, b is a word. In 
eq. (3), a is replaced by w1 and b is replaced by w2. 

SOKAL & SNEATH − IV Measure(w1, w2)
=  SOKAL & SNEATH
− IV Coefficient(w1, w2) = 

                                  SSIVC (w1, w2) =
𝐴3_1

4
    (4) 

With A3_1 = 
୔(୵ଵ,୵ଶ)

୔(୵ଵ,୵ଶ)ା୔(¬୵ଵ,୵ଶ)
+

୔(୵ଵ,୵ଶ)

୔(୵ଵ,୵ଶ)ା୔(୵ଵ,¬୵ଶ)
+

୔(¬୵ଵ,¬୵ଶ)

୔(¬୵ଵ,¬୵ଶ)ା୔(¬୵ଵ,୵ଶ)
+

୔(¬୵ଵ,¬୵ଶ)

୔(¬୵ଵ,¬୵ଶ)ା୔(୵ଵ,¬୵ଶ)
 

 
Eq. (4) is similar to eq. (1). In eq. (2), eq. (1) is 
replaced by eq. (4). We have eq. (5) as follows: 
 

Valence(w) = SO_SSIVC(w)
= SSIVC(w, positive_query)  
−  SSIVC(w, negative_query)                    (5) 

 
In eq. (4), w1 is replaced by w and w2 is 

replaced by position_query. We have eq. (6) as 
follows: 

SSIVC(w, positive_query) =
𝐴6

4
       (6) 

with  a_b_6 = P(w, positive_query) +

P(¬w, positive_query) 
         a_c_6 = P(w, positive_query)

+ P(w, ¬positive_query) 
         b_d_6 = P(¬w, ¬positive_query)

+ P(¬w, positive_query) 
         c_d_6 = P(¬w, ¬positive_query)

+ P(w, ¬positive_query) 

A6 = 
୔(୵,୮୭ୱ୧୲୧୴ୣ_୯୳ୣ୰୷)

ୟ_ୠ_଺
+

୔(୵,୮୭ୱ୧୲୧୴ୣ_୯୳ୣ୰୷)

ୟ_ୡ_଺
+

୔(¬୵,¬୮୭ୱ୧୲୧୴ୣ_୯୳ୣ୰୷)

ୠ_ୢ_଺
+

୔(¬୵,¬୮୭ୱ୧୲୧୴ୣ_୯୳ୣ୰୷)

ୡ_ୢ_଺
 

 
In eq. (4), w1 is replaced by w and w2 is 

replaced by negative_query. We have eq. (7) is as 
follows: 

SSIVC(w, negative_query) =
𝐴7

4
   (7) 

 
with  a_b_7 = P(w, negative_query) +

P(¬w, negative_query) 
         a_c_7 = P(w, negative_query)

+ P(w, ¬negative_query) 
         b_d_7 = P(¬w, ¬negative_query)

+ P(¬w, negative_query) 
         c_d_7 = P(¬w, ¬negative_query)

+ P(w, ¬negative_query) 

A7 = 
୔(୵,୬ୣ୥ୟ୲୧୴ୣ_୯୳ୣ୰୷)

ୟ_ୠ_଻
+

୔(୵,୬ୣ୥ୟ୲୧୴ୣ_୯୳ୣ୰୷)

ୟ_ୡ_଻
+

୔(¬୵,¬୬ୣ୥ୟ୲୧୴ୣ_୯୳ୣ୰୷)

ୠ_ୢ_଻
+

୔(¬୵,¬୬ୣ୥ୟ୲୧୴ୣ_୯୳ୣ୰୷)

ୡ_ୢ_଻
 

We have the information about w, w1, w2, and 
etc. as follows:  
(1)w, w1, w2 : are the English words (or the 
English phrases).  
(2)P(w1, w2): number of returned results in Google 
search by keyword (w1 and w2). We use the 
Google Search API to get the number of returned 
results in search online Google by keyword (w1 
and w2).  
(3)P(w1): number of returned results in Google 
search by keyword w1. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w1.  
(4)P(w2): number of returned results in Google 
search by keyword w2. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w2.  
(5)Valence(W) = SO_SSIVC(w): valence of 
English word (or English phrase) w; is SO of word 
(or phrase) by using the SOKAL & SNEATH-IV 
Coefficient (SSIVC)  
(6) positive_query: { active or good or positive or 
beautiful or strong or nice or excellent or fortunate 
or correct or superior } with the positive query is 
the a group of the positive English words.  
(7)negative_query: { passive or bad or negative or 
ugly or week or nasty or poor or unfortunate or 
wrong or inferior } with the negative_query is the a 
group of the negative English words.  
(8)P(w, positive_query): number of returned results 
in Google search by keyword (positive_query and 
w). We use the Google Search API to get the 
number of returned results in search online Google 
by keyword (positive_query and w).  
(9)P(w, negative_query): number of returned 
results in Google search by keyword 
(negative_query and w). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (negative_query and w).  
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(10)P(w): number of returned results in Google 
search by keyword w. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w.  
(11)P(¬w,positive_query): number of returned 
results in Google search by keyword ((not w) and 
positive_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and positive_query).  
(12)P(w, ¬positive_query): number of returned 
results in the Google search by keyword (w and ( 
not (positive_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and [not 
(positive_query)]).  
(13)P(¬w,negative_query): number of returned 
results in Google search by keyword ((not w) and 
negative_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and negative_query).  
(14)P(w,¬negative_query): number of returned 
results in the Google search by keyword (w and 
(not ( negative_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and (not 
(negative_query))). 

As like Cosine, Ochiai, Sorensen, Tanimoto, 
PMI and Jaccard about calculating the valence 
(score) of the word, we identify the valence (score) 
of the English word w based on both the proximity 
of positive_query with w and the remote of 
positive_query with w; and the proximity of 
negative_query with w and the remote of 
negative_query with w. 
The English word w is the nearest of 
positive_query if SSIVC (w, positive_query) is as 
equal as 1. The English word w is the farthest of 
positive_query if SSIVC(w, positive_query) is as 
equal as 0.  The English word w belongs to 
positive_query being the positive group of the 
English words if SSIVC(w, positive_query) > 0 and 
SSIVC(w, positive_query) ≤ 1. The English word w 
is the nearest of negative_query if SSIVC(w, 
negative_query) is as equal as 1.  The English word 
w is the farthest of negative_query if SSIVC(w, 
negative_query) is as equal as 0.  The English word 
w belongs to negative_query being the negative 
group of the English words if SSIVC(w, 
negative_query) > 0 and SSIVC(w, 
negative_query) ≤ 1.  So, the valence of the English 
word w is the value of SSIVC(w, positive_query) 
substracting the value of SSIVC(w, 
negative_query) and the eq. (5) is the equation of 
identifying the valence of the English word w. 
We have the information about SSIVC as follows: 

(1)SSIVC(w, positive_query) ≥ 0 and SSIVC(w, 
positive_query) ≤ 1. (2)SSIVC(w, negative_query)  
≥ 0 and SSIVC(w, negative_query) ≤ 1. (3)If 
SSIVC(w, positive_query) = 0 and SSIVC(w, 
negative_query) = 0 then SO_SSIVC(w) = 0. (4)If 
SSIVC(w, positive_query) = 1 and SSIVC(w, 
negative_query) = 0 then SO_SSIVC(w) = 0. (5)If 
SSIVC(w, positive_query) = 0 and SSIVC(w, 
negative_query) = 1 then SO_SSIVC(w) = -1. (6)If 
SSIVC(w, positive_query) = 1 and SSIVC(w, 
negative_query) = 1 then SO_SSIVC(w) = 0. So, 
SO_SSIVC(w) ≥ -1 and SO_SSIVC(w) ≤ 1. 

The polarity of the English word w is positive 
polarity If SO_SSIVC(w) > 0. The polarity of the 
English word w is negative polarity if 
SO_SSIVC(w) < 0. The polarity of the English 
word w is neutral polarity if SO_SSIVC(w) = 0. In 
addition, the semantic value of the English word w 
is SO_SSIVC(w). 

We calculate the valence and the polarity of the 
English word or phrase w using a training corpus of 
approximately one hundred billion English words 
— the subset of the English Web that is indexed by 
the Google search engine on the internet. AltaVista 
was chosen because it has a NEAR operator. The 
AltaVista NEAR operator limits the search to 
documents that contain the words within ten words 
of one another, in either order. We use the Google 
search engine which does not have a NEAR 
operator; but the Google search engine can use the 
AND operator and the OR operator. The result of 
calculating the valence w (English word) is similar 
to the result of calculating valence w by using 
AltaVista. However, AltaVista is no longer. 
In summary, by using eq. (4), eq. (5), eq. (6), and 
eq. (7), we identify the valence and the polarity of 
one word (or one phrase) in English by using the 
SSIVC through the Google search engine with 
AND operator and OR operator. 

To see the advantages of the proposed model, we 
show the comparisons of this model’s results with 
the surveys in the tables as follows: Table 3, and 
Table 4. 

In Table 3, we present the comparisons of our 
model’s advantages and disadvantages with the 
works related to [1-32]. 

The comparisons of our model’s benefits and 
drawbacks with the studies related to the SOKAL 
& SNEATH-IV coefficient (SSIVC) in [39-43] are 
shown in Table 4. 

 
4.1.2 Creating a basis English sentiment 

dictionary (bESD) in a sequential environment                   
According to [33-38], we have at least 55,000 

English terms, including nouns, verbs, adjectives, 
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etc. In this part, we calculate the valence and the 
polarity of the English words or phrases for our 
basis English sentiment dictionary (bESD) by using 
the SSIVC in a sequential system, as the following 
diagram in Fig 4 below shows. 

 
Fig. 4:  Overview Of Creating A Basis English 
Sentiment Dictionary (Besd) In A Sequential 

Environment 
 

We proposed the algorithm 1 to perform this 
section.  
Input: the 55,000 English terms; the Google search 
engine 
Output: a bESD 
Step 1: Each term in the 55,000 terms, do repeat: 
Step 2: By using eq. (4), eq. (5), eq. (6) and eq. (7) 
of the calculating a valence of one word (or one 
phrase) in English in the section (4.1.1), the 
sentiment score and the polarity of this term are 
identified. The valence and the polarity are 
calculated by using the SSIVC through the Google 
search engine with AND operator and OR operator. 
Step 3: Add this term into the basis English 
sentiment dictionary (bESD); 
Step 4: End Repeat – End Step 1; 
Step 5: Return bESD; 

Our bESD has more 55,000 English words (or 
English phrases) and bESD is stored in Microsoft 
SQL Server 2008 R2. 

 
4.1.3 Creating a basis English sentiment 

dictionary (bESD) in a distributed system                     
According to [33-38], we have at least 55,000 

English terms, including nouns, verbs, adjectives, 
etc. In this part, we calculate the valence and the 
polarity of the English words or phrases for our 
basis English sentiment dictionary (bESD) by using 
the SSIVC in a parallel network environment, as 
the following diagram in Fig 5 below shows. 

 
Fig. 5:  Overview Of Creating A Basis English 
Sentiment Dictionary (Besd) In A Distributed 

Environment 
This section includes two phases: the Hadoop 

Map (M) phase and the Hadoop Reduce (R) phase. 
The input of the Hadoop Map phase is the 55,000 
terms in English in [33-38]. The output of the 
Hadoop Map phase is one term which the sentiment 
score and the polarity are identified. The output of 
the Hadoop Map phase is the input of the Hadoop 
Reduce phase. Thus, the input of the Hadoop 
Reduce phase is one term which the sentiment 
score and the polarity are identified. The output of 
the Hadoop Reduce phase is the basis English 
sentiment dictionary (bESD). 

We built the algorithm 2 to implement the 
Hadoop Map phase.  
Input: the 55,000 English terms; the Google search 
engine 
Output: one term which the sentiment score and the 
polarity are identified. 
Step 1: Each term in the 55,000 terms, do repeat: 
Step 2:  By using eq. (4), eq. (5), eq. (6) and eq. (7) 
of the calculating a valence of one word (or one 
phrase) in English in the section (4.1.1), the 
sentiment score and the polarity of this term are 
identified. The valence and the polarity are 
calculated by using the SSIVC through the Google 
search engine with AND operator and OR operator. 
Step 3: Return this term; 

We proposed the algorithm 3 to perform the 
Hadoop Reduce phase 
Input: one term which the sentiment score and the 
polarity are identified – The output of the Hadoop 
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Map phase. 
Output: a basis English sentiment dictionary 
(bESD) 
Step 1: Add this term into the basis English 
sentiment dictionary (bESD); 
Step 2: Return bESD; 

Our bESD has more 55,000 English words (or 
English phrases) and bESD is stored in Microsoft 
SQL Server 2008 R2. 

 

4.2 Transferring the sentences into the BOWVs 
according to the sentiment lexicons in both a 
sequential environment and a parallel network 
system 

This section has three parts as follows: (4.2.1), 
(4.2.2), and (4.2.3). 

4.2.1 Improving the BOWVs based on the 
sentiment lexicons of the bESD 

In this section, we reform the bag-of-words 
vectors (BOWVs) according to the sentiment 
lexicons of the bESD. 

Based on the surveys related to the BOWVs [47-
51], the Bag of Words (BOW) model is widely 
used in text classification and natural language 
processing. It models the text of the document as an 
unordered collection of words. This collection does 
not take into account the grammatical significance 
or order of these words, with the mere presence of 
the word in the document qualifying the word to be 
in the BOW model. Consider the following two 
documents (each with one sentence): 

d1= “Machine learning is important in 
classification. Document classification is an 
important problem” 

d2= “Machine learning is a Computer Science 
concept” 

From these two documents, a dictionary is 
constructed as follows: 
B = 1:“Machine”, 2:“learning”, 3:“is”, 
4:“important”, 5:“in”, 6:“document”, 
7:“classification”, 8:“an”, 9:“problem”, 10: 
“computer”, 11:“science”, 12:“concept”, 13:“a” 
Based on the BOW model the vectors for these 
documents become: 

Vd1= [1,1,2,2,1,1,2,1,1,0,0,0,0]  
Vd2= [1,1,1,0,0,0,0,0,0,1,1,1,1] 

Here, each column represents the count of the 
occurrences of a word in the document. 
 We use two formats of BOW as inputs. 
1)BOW presence of words - Here, the values in the 
vector is either 1 indicating presence of the word, 
or 0, indicating the absence of the word. 

2) BOW normalized frequency occurrence of words 
- Here, we normalize the vectors to unit length as 
follows: norm( Vi ) = 

Vi/||Vi|| 
 As known, in one sentence, there are sometimes 
many terms (meaningful words or meaningful 
phrases) bearing the neutral sentiment, the positive 
sentiment, or the negative sentiment. For example, 
we assume that in the bESD, “important” is the 
positive sentiment and its valence is +2.1. 
“problem” is the positive sentiment and its 
sentiment score is +0.3. 
 We see that the neutral terms are not the 
important role in a sentence. Thus, if we still use 
them in calculating the sentiment of the sentence, 
there are many noises for this calculating.  
We also see that the negative terms make many 
noises for calculating the sentiment of the positive 
polarity and the positive terms make many noises 
for calculating the sentiment of the negative 
polarity 
 With Vd1= [1,1,2,2,1,1,2,1,1,0,0,0,0] and Vd2= 
[1,1,1,0,0,0,0,0,0,1,1,1,1], we use the valences of 
the terms combined with their frequencies to 
remove many noises of identifiying the sentiment 
classification of one sentence. We apply the 
valences of the sentiment lexicons of the bESD into 
the Vd1 and Vd2 as follows: According to the 
bESD, it is assumed that “Machine” is 0 of its 
valence; “learning” is 0 of its sentiment value; “is” 
is 0 of its sentiment scorel “important” of +2.1 of 
its valence; “in” is 0 of its sentiment score; 
“document” is 0 of its valence; “classification” is 0 
of its sentiment value; “an” is 0 of its valence; 
“problem” is +0.3 of its sentiment score; the 
sentiment value of “computer” is 0; the valence of 
“science” is 0; the sentiment score of “concept” is 
0; and the sentiment value of “a” is 0. Therefore, 
we have Vd1 and Vd2 as follows: Vd1 = 
[0,0,0,2*(+2.1),0,0,0,0,+0.3,0,0,0,0] and Vd1 = 
[0,0,0,0,0,0,0,0,0,0,0,0,0] => emphasizing on the 
positive terms and the negative terms in one 
sentence. 
 In one BOWV, the value of each element is (its 
valences) x (its frequency). 

 
4.2.2 Transferring the sentences into the 

BOWVs according to the sentiment lexicons in a 
sequential environment 

In this section, we transfer all the sentences of the 
training data set into the BOWVs based on the 
sentiment lexicons and all the sentences of one 
document of the testing data set into the BOWVs 
according to the sentiment lexicons in the 
sequential system. 
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We built the algorithm 4 to create an order list of 
the BOWV which comprises all the meaningful 
terms of both the testing data set and the training 
data set in the sequential system.  

Input: the documents of the testing data set and 
the sentences of the training data set. 

Output: an order list of the BOWV – 
AnOrderListOfTheBOWV 

Step 1: Set AnOrderListOfTheBOWV := {} 
Step 2: Each sentence in the sentences of the 

training data set, repeat: 
Step 3: Split this sentence into the meaningful 

terms based on the sentiment lexicons of the bESD; 
Step 4: Each term in the meaningful terms, 

repeat: 
Step 5: If checking this term in 

AnOrderListOfTheBOWV is false Then  
Step 6: Add this term into 

AnOrderListOfTheBOWV; 
Step 7: End If –Step 5; 
Step 8: End Repeat – End Step 2; 
Step 9: Each document in the documents of the 

testing data  set, repeat: 
Step 10: Split this document into the sentences; 
Step 11: Each sentence into the sentences, repeat: 
Step 12: Split this sentence into the meaningful 

terms according to the sentiment lexicons of the 
bESD; 

Step 13: Each term in the meaningful terms, 
repeat: 

Step 14: If checking this term in 
AnOrderListOfTheBOWV is false Then  

Step 15: Add this term into 
AnOrderListOfTheBOWV; 

Step 16: End If –Step 13; 
Step 17: End Repeat – Step 11; 
Step 18: End Repeat – Step 9; 
Step 19: Return AnOrderListOfTheBOWV; 
 
We proposed the algorithm 5 to transfer one 

sentence in English into one BOWV in the 
sequential system.  

Input: one sentence in English and an order list of 
the BOWV – AnOrderListOfTheBOWV 

Output: one BOWV; 
Step 1: Set BOWV := {} with its length is the 

length of AnOrderListOfTheBOWV; 
Step 2: Set i := 0; 
Step 3: Each term in AnOrderListOfTheBOWV, 

repeat: 
Step 4: Number := Count this term in this 

sentence; 
Step 5: Valence := Get the valence of this term 

based on the sentiment lexicons of the bESD; 
Step 6: Set BOWV[i] := Number * Valence; 

Step 7: Set i := i + 1; 
Step 8: End Repeat – End Step 3; 
Step 9: Return BOWV; 
 
We built the algorithm 6 to transfer all the 

sentences of one document into the BOWVs in the 
sequential system.  

Input: one document in English 
Output: the BOWVs of this document - BOWVs; 
Step 1: Split this document into the sentences; 
Step 2: Each sentence into the sentences, repeat: 
Step 3: BOWV := the algorithm 5 to transfer this 

sentence in English into one BOWV in the 
sequential system; 

Step 4: BOWV into BOWVs; 
Step 5: End Repeat – End Step 2; 
Step 6: Return BOWVs; 
 
We proposed the algorithm 7 to create a positive 

group of the training data set from the positive 
sentences of the training data set in the sequential 
system.  

Input: the positive sentences of the training data 
set 

Output: the positive BOWVs of the training dat 
set – a positive group – APositiveGroup; 

Step 1: Set APositiveGroup := {} 
Step 2: Each sentence in the positive sentences of 

the training data set, repeat: 
Step 3: BOWV : = the algorithm 5 to transfer this 

sentence in English into one BOWV in the 
sequential system; 

Step 4: Add BOWV  into APositiveGroup; 
Step 5: End Repeat – End Step 2; 
Step 6: Return APositiveGroup; 
 
We proposed the algorithm 8 to create a negative 

group of the training data set from the negative 
sentences of the training data set in the sequential 
system.  

Input: the negative sentences of the training data 
set 

Output: the negative BOWVs of the training dat 
set – a negative group – ANegativeGroup; 

Step 1: Set ANegativeGroup:= {} 
Step 2: Each sentence in the negative sentences 

of the training data set, repeat: 
Step 3: BOWV : = the algorithm 5 to transfer this 

sentence in English into one BOWV in the 
sequential system; 

Step 4: Add BOWV  into ANegativeGroup; 
Step 5: End Repeat – End Step 2; 
Step 6: Return ANegativeGroup; 
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4.2.3 Transferring the sentences into the 
BOWVs according to the sentiment lexicons in a 
parallel network system 

In this section, we transfer all the sentences of 
the training data set into the BOWVs based on the 
sentiment lexicons and all the sentences of one 
document of the testing data set into the BOWVs 
according to the sentiment lexicons in the 
distributed system. 

 
 In Fig 6, we create an order list of the BOWV 
which comprises all the meaningful terms of both 
the testing data set and the training data set in the 
distributed network system. This stage comprises 
two phases as follows: Hadoop Map phase and 
Hadoop Reduce phase. The input of the Hadoop 
Map is the documents of the testing data set and the 
sentences of the training data set. The output of the 
Hadoop Map phase is one term. The input of the 
Hadoop Reduce is the output of the Hadoop Map, 
thus, the input of the Hadoop Reduce is one term. 
The output of the Hadoop Reduce is an order list of 
the BOWV – AnOrderListOfTheBOWV. 

Fig. 6: Overview Of Creating An Order List Of The 
BOWV Which Comprises All The Meaningful 
Terms Of Both The Testing Data Set And The 
Training Data Set In The Distributed Network 

system 
We built the algorithm 9 to perform the Hadoop 

Map 
Input: the documents of the testing data set and the 
sentences of the training data set. 
Output: one term; 

Step 1: Input the documents of the testing data set 
and the sentences of the training data set into the 
Hadoop Map in the Cloudera system; 
Step 2: Each sentence in the sentences of the 
training data set, repeat: 
Step 3: Split this sentence into the meaningful 
terms based on the sentiment lexicons of the bESD; 
Step 4: Each term in the meaningful terms, repeat: 
Step 5: Return term; //output of the Hadoop Map  
Step 6: Each document in the documents of the 
testing data  set, repeat: 
Step 7: Split this document into the sentences; 
Step 8: Each sentence into the sentences, repeat: 
Step 9: Split this sentence into the meaningful 
terms according to the sentiment lexicons of the 
bESD; 
Step 10: Each term in the meaningful terms, repeat: 
Step 11: Return term; //output of the Hadoop Map 
 We proposed the algorithm 10 to implement the 
Hadoop Reduce 
Input: one term; //output of the Hadoop Map 
Output: an order list of the BOWV – 
AnOrderListOfTheBOWV 
Step 1: If checking this term in 
AnOrderListOfTheBOWV is false Then  
Step 2: Add this term into 
AnOrderListOfTheBOWV; 
Step 3: End If –Step 1; 
Step 4: Return AnOrderListOfTheBOWV; 
 

In Fig 7, we transfer one English sentence into 
one BOWV in Cloudera. This stage includes two 
phases: the Hadoop Map phase and the Hadoop 
Reduce phase. The input of the Hadoop Map phase 
is one sentence and AnOrderListOfTheBOWV. The 
output of the Hadoop Map phase is the number of 
one term and the valence of one term. The input of 
the Hadoop Reduce phase is the output of the 
Hadoop Map, thus, the input of the Hadoop Reduce 
phase is the number of one term and the valence of 
one term. The output of the Hadoop Reduce phase 
is one BOWV of this sentence. 

We built the algorithm 11 to perform the Hadoop 
Map phase  
Input: one sentence and AnOrderListOfTheBOWV; 
Output: Number and Valence; //the output of the 
Hadoop Map phase. 
Step 1: Input this sentence and 
AnOrderListOfTheBOWV into the Hadoop Map in 
the Cloudera system; 
Step 2: Each term in the 
AnOrderListOfTheBOWV, do repeat: 
Step 3: Number := Count this term in this sentence; 
Step 4: Valene := Get the valence of this term based 
on the sentiment lexicons of the bESD; 
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Step 5: Return (Number, Valence); //the output of 
the Hadoop Map phase. 

 
Fig. 7: Overview Of Transferring One English 

Sentence Into One BOWV In Cloudera 
 We proposed the algorithm 12 to perform the 
Hadoop Reduce phase 
Input: Number and Valence; //the output of the 
Hadoop Map phase. 
Output: one BOWV of this sentence 
Step 1: Receive Number and Valence; 
Step 2: Add (Number x Valence) into BOWV; 
Step 3: Return BOWV; 
 

In Fig 8, we transfer all the sentences of one 
document of the testing data set into the BOWVs of 
the document of testing data set in the parallel 
network environment. This stage comprise two 
phases: the Hadoop Map phase and the Hadoop 
Reduce phase. The input of the Hadoop Map is one 
document of the testing data set and 
AnOrderListOfTheBOWV. The output of the 
Hadoop Reduce is one BOWV (corresponding to 
one sentence) of this document. The input of the 
Hadoop Reduce is the output of the Hadoop Map, 
thus, the input of the Hadoop Reduce is one BOWV 
(corresponding to one sentence) of this document. 
The output of the Hadoop Reduce is the BOWVs of 
this document. 

We built the algorithm 13 to perform the Hadoop 
Map phase 
Input: one document of the testing data set and 
AnOrderListOfTheBOWV; 
Output: one BOWV of this document 
Step 1: Input this document and 
AnOrderListOfTheBOWVinto the Hadoop Map in 
the Cloudera system; 
Step 2: Split this document into the sentences; 
Step 3: Each sentence in the sentences, do repeat: 
Step 4: BOWV := the transforming one English 
sentence into one BOWV in Cloudera in Fig 7 with 
the input is this sentence 

Step 5: Return BOWV; //the output of the Hadoop 
Map phase. 

We proposed the algorithm 14 to perform the 
Hadoop Reduce phase  
Input: one BOWV of this document 
Output: the BOWVs of this document 
Step 1: Receive one BOWV; 
Step 2: Add this BOWV into BOWVs; 
Step 3: Return BOWVs; 

 
Fig. 8: Overview Of Transferring All The Sentences 
Of One Document Of The Testing Data Set Into The 

Bowvs Of The Document Of Testing Data Set In 
The Parallel Network Environment. 

 
In Fig 9, we transfer the positive sentences of the 

training data set into the positive BOWVs (called 
the positive group of the training data set) in the 
distributed system. 

 
Fig. 9:  Overview Of Transferring The Positive 
Sentences Of The Training Data Set Into The 

Positive Bowvs (Called The Positive Group Of The 
Training Data Set) In The Distributed System. 
The stage includes two phases: the Hadoop Map 

(M) phase and the Hadoop Reduce (R) phase. The 
input of the Hadoop Map phase is the positive 
sentences of the training data set and 
AnOrderListOfTheBOWV. The output of the 
Hadoop Map phase is one BOWV of the positive 
sentences of the training data set. The input of the 
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Hadoop Redude phase is the output of the Hadoop 
Map phase, thus, the input of the Hadoop Reduce 
phase is one BOWV of one sentence of the positive 
sentences of the training data set. The output of the 
Hadoop Reduce phase is the positive BOWVs, 
called the positive group (corresponding to the 
positive sentences of the training data set)  

We proposed the algorithm 15 to perform the 
Hadoop Map phase: 
Input: the positive sentences of the training data set 
and AnOrderListOfTheBOWV 
Output:  one BOWV of the positive sentences of 
the training data set 
Step 1: Input the positive sentences and 
AnOrderListOfTheBOWV into the Hadoop Map in 
the Cloudera system. 
Step 2: Each sentences in the positive sentences, do 
repeat: 
Step 3: One BOWV  := the transforming one 
English sentence into one BOWV in Cloudera in 
Fig 7 
Step 4: Return One BOWV  ; 
 We built the algorithm 16 to implement the 
Hadoop Reduce phase  
Input: one BOWV of the positive sentenceS of the 
training data set 
Output: the positive BOWVs, called the positive 
group (corresponding to the positive sentences of 
the training data set) 
Step 1: Receive one BOWV; 
Step 2: Add this BOWV into PositiveGroup; 
Step 3: Return PositiveGroup - the positive 
BOWVs, called the positive group (corresponding 
to the positive sentences of the training data set); 
 

In Fig 10, we transfer the negative sentences of 
the training data set into the negative BOWVs 
(called the negative group of the training data set) 
in the distributed system. The stage includes two 
phases: the Hadoop Map (M) phase and the Hadoop 
Reduce (R) phase. The input of the Hadoop Map 
phase is the negative sentences of the training data 
set and AnOrderListOfTheBOWV. The output of 
the Hadoop Map phase is one BOWV of the 
negative sentences of the training data set. The 
input of the Hadoop Redude phase is the output of 
the Hadoop Map phase, thus, the input of the 
Hadoop Reduce phase is one BOWV of one 
sentence of the negative sentences of the training 
data set. The output of the Hadoop Reduce phase is 
the negative BOWVs, called the negative group 
(corresponding to the negative sentences of the 
training data set)  

We proposed the algorithm 17 to perform the 
Hadoop Map phase 

Input: the negative sentences of the training data set 
and AnOrderListOfTheBOWV 
Output:  one BOWV of the negative sentences of 
the training data set 
Step 1: Input the negative sentences and 
AnOrderListOfTheBOWV into the Hadoop Map in 
the Cloudera system. 
Step 2: Each sentences in the positive sentences, do 
repeat: 
Step 3: One BOWV  := the transforming one 
English sentence into one BOWV in Cloudera in 
Fig 7 
Step 4: Return One BOWV  ; 

 
Fig. 10:  Overview Of Transferring The Negative 

Sentences Of The Training Data Set Into The Negative 
Bowvs (Called The Negative Group Of The Training 

Data Set) In The Distributed System. 
 We proposed the algorithm 18 to implement 
the Hadoop Reduce phase  
Input: one BOWV of the negative sentences of the 
training data set 
Output: the negative BOWVs, called the negative 
group (corresponding to the negative sentences of 
the training data set) 
Step 1: Receive one BOWV; 
Step 2: Add this BOWV into NegativeGroup; 
Step 3: Return NegativeGroup - the negative 
BOWVs, called the negative group (corresponding 
to the negative sentences of the training data set); 
 
4.3 Using the KM to cluster the documents of the 
testing data set into either the positive or the 
negative in both a sequential environment and a 
parallel system 

In Fig 11, we use the KM and the one-
dimensional vectors to classify the documents of 
the testing data set into either polarity or the 
negative polarity in both a sequential environment 
and a distributed network environment as follows: 
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Fig. 11:  Overview Of Using The KM And The Bowvs To 
Classify The Documents Of The Testing Data Set Into 

Either The Positive Polarity Or The Negative Polarity In 
Both The Sequential System And The Distributed Network 

Environment 
 

This section includes two sub-sections as 
follows: (4.3.1) and (4.3.2).   

 
4.3.1 Using the K-Means Algorithm to cluster 

the documents of the testing data set into either 
the positive or the negative in a sequential 
environment                        

 
Fig 12:  Overview Of Using The KM And The Bowvs To 
Classify The Documents Of The Testing Data Set Into 

Either The Positive Polarity Or The Negative Polarity In 
The Sequential System. 

 

In Fig 12, we use the KM to classify the 
documents of the testing data set into either polarity 
or the negative polarity in a sequential environment 

 
According to the surveys related the K-Means 

algorithm (KM) in [52-56], we proposed the 
algorithm 19 to use the KM to cluster one BOWV 
(corresponding one sentence of one document of 
the testing data set) into either the positive vector 
group or the negative vector group of the training 
data set in the sequential environment as follows: 
Input: one BOWV of a document in the testing data 
set; the positive vector group and the negative 
vector group of the training data set. 
Output: the result of clustering the vector into either 
the positive vector group or the negative vector 
group. 
Step 1: Select randomly k centres (centroid) of k 
clusters. Each cluster is represented by the centre of 
this cluster. 
Step 2: Calculate the distance between objects to k 
centres using Euclidean distance. 
Step 3: Group objects into the closest group. 
Step 4: Identify the new centre of the clusters. 
Step 5: Repeat step 2 until no object groups change. 
Step 6: Return the result of clustering the vector 
into either the positive vector group or the negative 
vector group. 
 

We built the algorithm 20 to cluster one 
document of the testing data set into either the 
positive or the negative in the sequential system.  
Input: one document of the testing data set; the 
positive group and the negative group of the 
training data set. 
Output: The result of the sentiment classification of 
this document  
Step 1: TheBOWVs := the algorithm 6 to transfer 
all the sentences of one document into the BOWVs 
in the sequential system with the input is this 
document; 
Step 2: Set count_positive := 0; and count_negative 
:= 0; 
Step 3: Each BOWVs in TheBOWVs, do repeat: 
Step 4: OneResult := the algorithm 19 to use the 
KM to cluster one BOWV (corresponding one 
sentence of one document of the testing data set) 
into either the positive vector group or the negative 
vector group of the training data set in the 
sequential environment 
Step 5: If OneResult is the positive Then 
count_positive := count_positive + 1; 
Step 6: Else If OneResult is the negative Then 
count_negative := count_negative + 1; 
Step 7: End Repeat – End Step 3; 
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Step 8: If count_positive is greater than 
count_negative Then Return positive; 
Step 9: Else If count_positive is less than 
count_negative Then Return negative; 
Step 10: Return neutral; 
 

We built the algorithm 21 to cluster the 
documents of the testing data set into either the 
positive or the negative in the sequential 
environment. 
Input: the documents of the testing data set and the 
training data set 
Output: the results of the sentiment classification of 
the documents of the testing data set; 
Step 1: the algorithm 4 to create an order list of the 
BOWV which comprises all the meaningful terms 
of both the testing data set and the training data set 
in the sequential system. 
Step 2: the algorithm 7 to creat a positive group of 
the training data set from the positive sentences of 
the training data set in the sequential system 
Step 3: the algorithm 8 to creat a negative group of 
the training data set from the negative sentences of 
the training data set in the sequential system 
Step 4: Each document in the documents of the 
testing data set, do repeat: 
Step 5: OneResult := the algorithm 20 to cluster one 
document of the testing data set into either the 
positive or the negative in the sequential system. 
Step 6: Add OneResult into the results of the 
sentiment classification of the documents of the 
testing data set; 
Step 7: Return the results of the sentiment 
classification of the documents of the testing data 
set; 

4.3.2 Using the K-Means Algorithm to cluster 
the documents of the testing data set into either 
the positive or the negative in a distributed 
system                

 
Fig. 13:  Overview Of Using The KM And The Bowvs To 

Classify The Documents Of The Testing Data Set Into 

Either The Positive Polarity Or The Negative Polarity In 
The Distributed Network Environment 

In Fig 13, we use the KM to classify the 
documents of the testing data set into either polarity 
or the negative polarity in a distributed network 
environment 
 

In Fig 14, we use the KM to cluster one BOWV 
(corresponding one sentence of one document of 
the testing data set) into either the positive group or 
the negative group of the training data set in the 
parallel environment.  

 
Fig. 14:  Overview Of Using The KM To Cluster One 

BOWV (Corresponding One Sentence Of One Document 
Of The Testing Data Set) Into Either The Positive Vector 
Group Or The Negative Vector Group Of The Training 

Data Set In The Parallel Environment 
 This stage has two phases: the Hadoop Map 
phase and the Hadoop Reduce phase. The input of 
the Hadoop Map is one BOWV (corresponding one 
sentence of one document of the testing data set), 
the positive group and the negative group the 
training data set. The output of the Hadoop Map is 
the result of the sentiment classification of this 
BOWV. The input of the Hadoop Reduce is the 
output of the Hadoop Map, thus the input of the 
Hadoop Reduce is the result of the sentiment 
classification of this BOWV. The output of the 
Hadoop Reduce is the the result of the sentiment 
classification of this BOWV. 
 We proposed the algorithm 22 to perform the 
Hadoop Map phase  
Input: one BOWV of a document in the testing data 
set; the positive vector group and the negative 
vector group of the training data set. 
Output: the result of clustering the BOWV into 
either the positive vector group or the negative 
vector group. 
Step 1: Input this BOWV, the positive vector group 
and the negative vector group into the Hadoop Map 
in the Cloudera system. 
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Step 2: Select randomly k centres (centroid) of k 
clusters. Each cluster is represented by the centre of 
this cluster. 
Step 3: Calculate the distance between objects to k 
centres using Euclidean distance. 
Step 4: Group objects into the closest group. 
Step 5: Identify the new centre of the clusters. 
Step 6: Repeat step 2 until no object groups change. 
Step 7: Return the result of clustering the BOWV 
into either the positive vector group or the negative 
vector group;// the output of the Hadoop Map  
 We built the algorithm 23 to implement the 
Hadoop Reduce phase  
Input: the result of clustering the BOWV into either 
the positive vector group or the negative vector 
group – the output of the Hadoop Map 
Output: the result of clustering the BOWV into 
either the positive vector group or the negative 
vector group. 
Step 1: Receive the result of clustering the BOWV 
into either the positive vector group or the negative 
vector group; 
Step 2: Return the result of clustering the BOWV 
into either the positive vector group or the negative 
vector group; 
 
 In Fig 15, we use the KM and the one-
dimensional vectors to cluster one document of the 
testing data set into either the positive or the 
negative in the distributed environment. The input 
of the Hadoop Map is one document of the testing 
data set, the positive group and the negative group 
of the training data set. The output of the Hadoop 
Map is the result of the sentiment classification of 
one BOWV (corresponding to one sentence of this 
document) into either the positive vector group or 
the negative vector group. The input of the Hadoop 
Reduce is the output of the Hadoop Map, thus, the 
input of the Hadoop Reduce is the result of the 
sentiment classification of one BOWV 
(corresponding to one sentence of this document) 
into either the positive vector group or the negative 
vector group. The output of the Hadoop Reduce is 
the result of the sentiment classification of  this 
document. 

We propose the algorithm 24 to perform the 
Hadoop Map phase of use the KM and the one-
dimensional vectors to cluster one document of the 
testing data set into either the positive or the 
negative in the distributed environment. The main 
ideas of the algorithm 24 are as follows: 
Input: one document of the testing data set; the 
positive vector group and the negative vector group 
of the training data set. 

Output: the result of the sentiment classification of 
one one-dimensional vector (corresponding to one 
sentence of this document) into either the positive 
vector group or the negative vector group 
Step 1: Input this document, the positive vector 
group and the negative vector group into the 
Hadoop Map in the Cloudera system. 
Step 2: TheOne-dimensionalVectors := the of 
transferring all the sentences of one document of 
the testing data set into the one-dimensional vectors 
of the document of testing data set based on the 
sentiment lexicons of the bESD in the parallel 
network environment in Fig 8; 
Step 3: Each one-dimensional vector in TheOne-
dimensionalVectors, do repeat: 
Step 4: OneResult := the using the KM to cluster 
one one-dimensional vector (corresponding one 
sentence of one document of the testing data set) 
into either the positive vector group or the negative 
vector group of the training data set int the parallel 
environment in Fig 15; 
Step 5: Return OneResult; // the output of the 
Hadoop Map 

 
Fig. 15:  Overview Of Using The KM To Cluster One 
Document Of The Testing Data Set Into Either The 

Positive Or The Negative In The Distributed Environment 
We built the algorithm 25 to perform the Hadoop 

Reduce phase  
Input: OneResult - the result of the sentiment 
classification of one one-dimensional vector 
(corresponding to one sentence of this document) 
into either the positive vector group or the negative 
vector group 
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Output: the result of the sentiment classification of  
this document. 
Step 1: Receive OneResult - the result of the 
sentiment classification of one one-dimensional 
vector (corresponding to one sentence of this 
document) into either the positive vector group or 
the negative vector group; 
Step 2: Add OneResult into the result of the 
sentiment classification of  this document; 
Step 3: Return the result of the sentiment 
classification of  this document; 
 

In Fig 16, we use the KM to cluster the 
documents of the testing data set into either the 
positive or the negative in the parallel network 
environment. This stage comprises two phases: the 
Hadoop Map phase and the Hadoop Reduce phase. 
The input of the Hadoop Map is the documents of 
the testing data set and the training data set. The 
output of the Hadoop Map is the result of the 
sentiment classification of one document of the 
testing data set. The input of the Hadoop Reduce is 
the output of the Hadoop Map, thus, the input of the 
Hadoop Reduce is the result of the sentiment 
classification of one document of the testing data 
set. The output of the Hadoop Reduce is the results 
of the sentiment classification of the documents of 
the testing data set. 

We built the algorithm 26 to implement the 
Hadoop Map phase  
Input: the documents of the testing data set and the 
training data set 
Output: the result of the sentiment classification of 
one document of the testing data set; 
Step 1: the creating an order list of the BOWV 
which comprises all the meaningful terms of both 
the testing data set and the training data set in the 
distributed network system in Fig 8 
Step 2: the transferring the positive sentences of the 
training data set into the positive BOWVs (called 
the positive group of the training data set) in the 
distributed system in Fig 9 
Step 3: the transferring the negative sentences of 
the training data set into the negative BOWVs 
(called the negative group of the training data set) 
in the distributed system in Fig 10 
Step 4: Input the documents of the testing data set, 
the positive group and the negative group into the 
Hadoop Map in the Cloudera system 
Step 5: Each document in the documents of the 
testing data set, do repeat: 
Step 6: OneResult := the using the KM to cluster 
one document of the testing data set into either the 
positive or the negative in the distributed 
environment in Fig 15 with the input is this 

document, the positive group and the negative 
group. 
Step 7: Return OneResult - the result of the 
sentiment classification of one document of the 
testing data set;//the output of the Hadoop Map 

We proposed the algorithm 27 to perform the 
Hadoop Reduce phase  
Input: OneResult - the result of the sentiment 
classification of one document of the testing data 
set;//the output of the Hadoop Map 
Output: the results of the sentiment classification of 
the documents of the testing data set; 
Step 1: Receive OneResult ; 
Step 2: Add OneResult into the results of the 
sentiment classification of the documents of the 
testing data set; 
Step 3: Return the results of the sentiment 
classification of the documents of the testing data 
set; 

 
Fig. 16:  Overview Of Using The KM To Cluster The 
Documents Of The Testing Data Set Into Either The 
Positive Or The Negative In The Parallel Network 

Environment. 
 

5. EXPERIMENT 
 

We have measured an Accuracy (A) to calculate 
the accuracy of the results of emotion classification. 
We used a Java programming language for 
programming to save data sets, implementing our 
proposed model to classify the 13,500,000 
documents of the testing data set and the 5,000,000 
sentences of the training data set. To implement the 
proposed model, we have already used the Java 
programming language to save the English testing 
data set and to save the results of emotion 
classification. The proposed model was 
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implemented in both the sequential system and the 
distributed network environment. 

A novel model using many bag-of-words vectors 
(BOWV) and a SOKAL & SNEATH-IV 
Coefficient (SSIVC) for a K-Means algorithm 
(KM) is implemented in the sequential environment 
with the configuration as follows: The sequential 
environment in this research includes 1 node (1 
server). The configuration of the server in the 
sequential environment is: Intel® Server Board 
S1200V3RPS, Intel® Pentium® Processor G3220 
(3M Cache, 3.00 GHz), 2GB CC3-10600 ECC 1333 
MHz LP Unbuffered DIMMs. The operating system 
of the server is: Cloudera. The Java language is 
used in programming the novel model using many 
bag-of-words vectors (BOWV) and a SOKAL & 
SNEATH-IV Coefficient (SSIVC) for a K-Means 
algorithm (KM)  

The novel model using many bag-of-words 
vectors (BOWV) and a SOKAL & SNEATH-IV 
Coefficient (SSIVC) for a K-Means algorithm 
(KM) is performed in the Cloudera parallel network 
environment with the configuration as follows: This 
Cloudera system includes 9 nodes (9 servers). The 
configuration of each server in the Cloudera system 
is: Intel® Server Board S1200V3RPS, Intel® 
Pentium® Processor G3220 (3M Cache, 3.00 GHz), 
2GB CC3-10600 ECC 1333 MHz LP Unbuffered 
DIMMs. The operating system of each server in the 
9 servers is: Cloudera. All 9 nodes have the same 
configuration information. The Java language is 
used in programming the application of the novel 
model using many bag-of-words vectors (BOWV) 
and a SOKAL & SNEATH-IV Coefficient (SSIVC) 
for a K-Means algorithm (KM)  in the Cloudera 

In Table 1, we present the results of the 
documents in the testing data set and the accuracy 
of our novel model for the documents in the testing 
data set. 

The average execution times of the classification 
of our new model for the documents in testing data 
set are shown in Table 2. 

 
6. CONCLUSION 
 

In this survey, a new model has been proposed to 
classify sentiment of many documents in English 
using many bag-of-words vectors (BOWV) and a 
SOKAL & SNEATH-IV Coefficient (SSIVC) for a 
K-Means algorithm (KM) with Hadoop Map (M) 
/Reduce (R) in the Cloudera parallel network 
environment. Based on our proposed new model, 
we have achieved 88.76% accuracy of the testing 
data set in Table 1. Until now, not many studies 
have shown that the clustering methods can be used 

to classify data. Our research shows that clustering 
methods are used to classify data and, in particular, 
can be used to classify the sentiments (positive, 
negative, or neutral) in text. The proposed model 
can be applied to other languages although our new 
model has been tested on our English data set. Our 
model can be applied to larger data sets with 
millions of English documents in the shortest time 
although our model has been tested on the 
documents of the testing data set in which the data 
sets are small in this survey. 

According to Table 2, the average time of the 
sentiment classification of using the bag-of-words 
vectors (BOWV) and a SOKAL & SNEATH-IV 
Coefficient (SSIVC) for a K-Means algorithm 
(KM) in the sequential environment is 59,168,044  
seconds/13,500,000 documents and it is greater than 
the average time of the sentiment classification of 
using the bag-of-words vectors (BOWV) and a 
SOKAL & SNEATH-IV Coefficient (SSIVC) for a 
K-Means algorithm (KM) in the Cloudera parallel 
network environment with 3 nodes which is 
18,732,681 seconds/13,500,000 documents. The 
average time of the sentiment classification of using 
the bag-of-words vectors (BOWV) and a SOKAL 
& SNEATH-IV Coefficient (SSIVC) for a K-Means 
algorithm (KM) in the Cloudera parallel network 
environment with 9 nodes is 6,593,249 
seconds/13,500,000 documents, and It is the 
shortest time in the table. Besides, the average time 
of the sentiment classification of using the bag-of-
words vectors (BOWV) and a SOKAL & 
SNEATH-IV Coefficient (SSIVC) for a K-Means 
algorithm (KM) in the Cloudera parallel network 
environment with 6 nodes  is  9,361,540 
seconds/13,500,000 documents  

The accuracy of the proposed model is dependent 
on many factors as follows:  
(1)The KM – related algorithms  
(2)The testing data set  
(3)The documents of the testing data set and the 
sentences of the training data set must be 
standardized carefully.  
(4)Transferring one sentence into one BOWV.  
(5)The SSIVC – related algorithms 

The execution time of the proposed model is 
dependent on many factors as follows:  
(1)The parallel network environment such as the 
Cloudera system.  
(2)The distributed functions such as Hadoop Map 
(M) and Hadoop Reduce (R).  
(3)The KM – related algorithms  
(4)The performance of the distributed network 
system.  
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(5)The number of nodes of the parallel network 
environment.  
(6)The performance of each node (each server) of 
the distributed environment.  
(7)The sizes of the training data set and the testing 
data set.  
(8)Transferring one sentence into one BOWV.  
(9)The SSIVC – related algoritms. 

The proposed model has many advantages and 
disadvantages. Its positives are as follows: It uses 
the bag-of-words vectors (BOWV) and a SOKAL 
& SNEATH-IV Coefficient (SSIVC) for a K-Means 
algorithm (KM) to classify semantics of English 
documents based on sentences. The proposed model 
can process millions of documents in the shortest 
time. This study can be performed in distributed 
systems to shorten the execution time of the 
proposed model. It can be applied to other 
languages. Its negatives are as follows: It has a low 
rate of accuracy. It costs too much and takes too 
much time to implement this proposed model.   

To understand the scientific values of this 
research, we have compared our model's results 
with many studies in the tables below. 

In Table 5, we present the comparisons of our 
model’s benefits and drawbacks with the studies 
related to the K-Means algorithm (KM) in [52-56] . 

The comparisons of our model’s advantages and 
disadvantages with the works in [44-46] are shown 
in Table 6. 

In Table 7, we display the comparisons of our 
model’s benefits and drawbacks with the studies 
related to the bag-of-words (BOW) in [47-51] 

The comparisons of our model’s positives and 
negatives the latest sentiment classification models 
(or the latest sentiment classification methods) in 
[57-67] are presented in Table 8. 
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APPENDICES:  
 
Table 1: The results of the documents in the testing 

data set and the accuracy of our novel model 
for the documents in the testing data set 

 
Testing 
Dataset 

Correct 
Classifica

tion 

Incorrect 
Classifica

tion 

Accura
cy 

Negati
ve 

6,750,00
0 

5,991,676 758,324 

88.76% 
Positiv

e 
6,750,00

0 
5,990,924 759,076 

Summ
ary 

13,500,0
00 

11,982,60
0 

1,517,400 

 
Table 2: The average execution times of the 

classification of our new model for the documents in 
testing data set. 

 
Average time of the 

classification / 13,500,000 
documents. 

The novel model in the 
sequential environment 

59,168,044 seconds  

The novel model in the 
Cloudera distributed 
system with 3 nodes 

18,732,681 seconds 

The novel model in the 
Cloudera distributed 
system with 6 nodes 

9,361,540 seconds 

The novel model in the 
Cloudera distributed 
system with 9 nodes 

6,593,249 seconds 

 
Table 3: Comparisons of our model’s advantages 

and disadvantages with the works related to [1-32]. 
Surv
eys 

Approa
ch 

Advantages Disadvan
tages 

[1] Constru
cting 
sentime
nt 
lexicon
s in 
Norweg
ian 
from a 
large 
text 
corpus 

Through the authors’ 
PMI computations in 
this survey they used 
a distance of 100 
words from the seed 
word, but it might be 
that other lengths that 
generate better 
sentiment lexicons. 
Some of the authors’ 
preliminary research 
showed that 100 gave 
a better result. 

The 
authors 
need to 
investigat
e this 
more 
closely to 
find the 
optimal 
distance. 
Another 
factor that 
has not 
been 
investigat
ed much 
in the 
literature 
is the 
selection 

of seed 
words. 
Since they 
are the 
basis for 
PMI 
calculatio
n, it might 
be a lot to 
gain by 
finding 
better 
seed 
words. 
The 
authors 
would like 
to explore 
the impact 
that 
different 
approache
s to seed 
word 
selection 
have on 
the 
performan
ce of the 
developed 
sentiment 
lexicons. 

[2] Unsupe
rvised 
Learnin
g of 
Semanti
c 
Orientat
ion 
from a 
Hundre
d-
Billion-
Word 
Corpus. 

This survey has 
presented a general 
strategy for learning 
semantic orientation 
from semantic 
association, SO-A. 
Two instances of this 
strategy have  been 
empirically 
evaluated, SO-PMI-
IR and SO-LSA.  The  
accuracy  of  SO-
PMI-IR  is  
comparable  to  the  
accuracy  of  HM,  
the  algorithm  of 
Hatzivassiloglou  and  
SSIVCKeown  
(1997).  SO-PMI-IR  
requires  a  large  
corpus,  but  it  is  
simple, easy to 
implement, 
unsupervised, and it 
is not restricted to 
adjectives. 

No 
Mention 

[3] Graph-
based 

The authors describe 
several experiments 

There is 
still much 
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user 
classific
ation 
for 
informa
l online 
political 
discour
se 

in identifying the 
political orientation 
of posters in an 
informal 
environment. The 
authors’ results 
indicate that the most 
promising approach 
is to augment text 
classification 
methods by 
exploiting 
information about 
how posters interact 
with each other 

left to 
investigat
e in terms 
of 
optimizin
g the 
linguistic 
analysis, 
beginning 
with 
spelling 
correction 
and 
working 
up to 
shallow 
parsing 
and co-
reference 
identificat
ion. 
Likewise, 
it will also 
be 
worthwhil
e to 
further 
investigat
e 
exploiting 
sentiment 
values of 
phrases 
and 
clauses, 
taking 
cues from 
methods 

[4] A 
novel, 
graph-
based 
approac
h using 
SimRan
k. 

The authors 
presented a novel 
approach to the 
translation of 
sentiment 
information that 
outperforms SOPMI, 
an established 
method. In particular, 
the authors could 
show that SimRank 
outperforms SO-PMI 
for values of the 
threshold x in an 
interval that most 
likely leads to the 
correct separation of 
positive, neutral, and 
negative adjectives. 

The 
authors’ 
future 
work will 
include a 
further 
examinati
on of the 
merits of 
its 
applicatio
n for 
knowledg
e-sparse 
languages. 

Our 
work 

We have proposed a novel model using many 
bag-of-words vectors (BOWV) and a SOKAL 
& SNEATH-IV Coefficient (SSIVC) for a K-

Means algorithm (KM) to classify all the 
documents of the testing data set into either 
the positive sentences or  the negative 
sentences of our training data set in English. 
The advantages and disadvantages of this 
survey are shown in the Conclusion section. 

 
Table 4: Comparisons of our model’s benefits and 

drawbacks with the studies related to the SOKAL & 
SNEATH-IV coefficient (SSIVC) in [39-43] 

Surv
eys 

Approach Benefits Drawb
acks 

[39] A Survey 
of Binary 
Similarity 
and 
Distance 
Measures 

Applying 
appropriate 
measures results 
in more accurate 
data analysis. 
Notwithstanding, 
few 
comprehensive 
surveys on 
binary measures 
have been 
conducted. 
Hence the 
authors collected 
76 binary 
similarityand 
distance 
measures used 
over the last 
century and 
reveal their 
correlations 
through the 
hierarchical 
clustering 
technique 

No 
mentio
n 

[40] Comparis
on of 
similarity 
oefficients 
based on 
rapdmarke
rs in the 
common 
bean 

The employment 
of different 
similarity 
coefficients 
caused few 
alterationsin 
cultivar 
classification, 
since 
correlations 
among genetic 
distances were 
larger than 0.86. 
Nevertheless, the 
different 
similarity 

No 
mentio
n 
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coefficients 
altered the 
projection 
efficiency in a 
two-dimensional 
space and 
formed different 
numbers of 
groups by 
Tocher’soptimiz
ation procedure. 
Among these 
coefficients, 
Russel and Rao’s 
was the most 
discordant and 
the Sorensen-
Dice 
wasconsidered 
the most 
adequate due to a 
higher projection 
efficiency in a 
two-dimensional 
space. Even 
though few 
structuralchanges 
were suggested 
in the most 
different groups, 
these coefficients 
altered some 
relationships 
between 
cultivars 
withhigh genetic 
similarity. 

[41] Similarity 
Coefficien
ts for 
Binary 
Data 

The authors 
show how to use 
Similarity 
Coefficients for 
Binary Data 

No 
mentio
n 

[42] Assessme
nt of 
Similarity 
Indices for 
Undesirab
le 
Properties 
and a new 
Tripartite 
Similarity 
Index 
Based on 
Cost 

The purpose of 
this study is to 
motivate, 
describe, and 
offer 
animplementatio
n for, a working 
similarity index 
that avoids the 
difficultiesnoted 
for the others. 

No 
mentio
n 

Functions 

[43] Double 
Diffractio
n 
Dissociati
on at the 
Fermilab 
Tevatron 
Collider 

The authors’ 
results are 
compared with 
previous 
measurements 
and with 
predictions based 
on Regge theory 
and factorization 

No 
mentio
n 

Our 
wor

k 

We have proposed a novel model using 
many bag-of-words vectors (BOWV) 
and a SOKAL & SNEATH-IV 
Coefficient (SSIVC) for a K-Means 
algorithm (KM) to classify all the 
documents of the testing data set into 
either the positive sentences or  the 
negative sentences of our training data 
set in English. 
The advantages and disadvantages of 
this survey are shown in the Conclusion 
section. 

 
Table 5: Comparisons of our model’s benefits and 
drawbacks with the studies related to the K-Means 

algorithm (KM) in [52-56] 
Sur
vey

s 

Approac
h 

Benefits Dra
wbac

ks 

[52
] 

Genetic 
K-means 
algorith
m 

The authors define K-
means operator, one-step 
of K-means algorithm, 
and use it in GKA as a 
search operator instead 
of crossover. The authors 
also define a biased 
mutation operator 
specific to clustering 
called distance-based-
mutation. Using finite 
Markov chain theory, the 
authors prove that the 
GKA converges to the 
global optimum. It is 
observed in the 
simulations that GKA 
converges to the best 
known optimum 
corresponding to the 
given data in 
concurrence with the 
convergence result. It is 
also observed that GKA 
searches faster than some 
of the other evolutionary 

No 
menti
on 



Journal of Theoretical and Applied Information Technology 
15th August 2018. Vol.96. No 15 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
4831 

 

algorithms used for 
clustering. 

[53
] 

Extensio
ns to the 
k-Means 
Algorith
m for 
Clusterin
g Large 
Data 
Sets with 
Categori
cal 
Values 

The authors use the well 
known soybean disease 
and credit approval data 
sets to demonstrate the 
clustering performance 
of the two algorithms. 
The authors’ experiments 
on two real world data 
sets with half a million 
objects each show that 
the two algorithms are 
efficient when clustering 
large data sets, which is 
critical to data mining 
applications. 

No 
menti
on 

[54
] 

An 
Entropy 
Weightin
g k-
Means 
Algorith
m for 
Subspace 
Clusterin
g of 
High-
Dimensi
onal 
Sparse 
Data 

In the new algorithm, the 
authors extend the k-
means clustering process 
to calculate a weight for 
each dimension in each 
cluster and use the 
weight values to identify 
the subsets of important 
dimensions that 
categorize different 
clusters. This is achieved 
by including the weight 
entropy in the objective 
function that is 
minimized in the k-
means clustering process. 
An additional step is 
added to the k-means 
clustering process to 
automatically compute 
the weights of all 
dimensions in each 
cluster. The experiments 
on both synthetic and 
real data have shown that 
the new algorithm can 
generate better clustering 
results than other 
subspace clustering 
algorithms. The new 
algorithm is also scalable 
to large data sets. 

No 
menti
on 

[55
] 

An 
empirical 
comparis
on of 
four 
initializat
ion 
methods 
for the 
K-Means 
algorith

The results of the 
authors’ experiments 
illustrate that the random 
and the Kaufman 
initialization methods 
outperform the rest of the 
compared methods as 
they make the K-Means 
more effective and more 
independent on initial 
clustering and on 

No 
menti
on 

m instance order. In 
addition, the authors 
compare the convergence 
speed of the K-Means 
algorithm when using 
each of the four 
initialization methods. 
The authors’ results 
suggest that the Kaufman 
initialization method 
induces to the K-Means 
algorithm a more 
desirable behaviour with 
respect to the 
convergence speed than 
the random initialization 
method. 

[56
] 

The 
segmenta
l K-
means 
algorith
m for 
estimatin
g 
paramete
rs of 
hidden 
Markov 
models 

The authors prove the 
convergence of the 
algorithm and compare it 
with the traditional 
Baum-Welch 
reestimation method. 
They also print out the 
increased flexibility this 
algorithm offers in the 
general speech modeling 
framework 

No 
menti
on 

Our 
wor

k 

We have proposed a novel model using many 
bag-of-words vectors (BOWV) and a SOKAL 
& SNEATH-IV Coefficient (SSIVC) for a K-
Means algorithm (KM) to classify all the 
documents of the testing data set into either 
the positive sentences or  the negative 
sentences of our training data set in English. 
The advantages and disadvantages of this 
survey are shown in the Conclusion section. 

 
Table 6: Comparisons of our model’s advantages 

and disadvantages with the works in [44-46] 
Rese
arch

es 

Approach Advantages Disa
dvan
tages 

[44] Examining 
the vector 
space 
model, an 
information 
retrieval 
technique 
and its 
variation 

In this work, the 
authors have given an 
insider to the 
working of vector 
space model 
techniques used for 
efficient retrieval 
techniques. It is the 
bare fact that each 
system has its own 
strengths and 
weaknesses. What we 
have sorted out in the 
authors’ work for 

The 
draw
backs 
are 
that 
the 
syste
m 
yield
s no 
theor
etical 
findi
ngs. 
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vector space 
modeling is that the 
model is easy to 
understand and 
cheaper to 
implement, 
considering the fact 
that the system 
should be cost 
effective (i.e., should 
follow the space/time 
constraint. It is also 
very popular. 
Although the system 
has all these 
properties, it is facing 
some major 
drawbacks. 

Weig
hts 
assoc
iated 
with 
the 
vecto
rs are 
very 
arbitr
ary, 
and 
this 
syste
m is 
an 
indep
ende
nt 
syste
m, 
thus 
requi
ring 
separ
ate 
attent
ion. 
Thou
gh it 
is a 
prom
ising 
techn
ique, 
the 
curre
nt 
level 
of 
succe
ss of 
the 
vecto
r 
space 
mode
l 
techn
iques 
used 
for 
infor
matio
n 
retrie
val 
are 
not 
able 
to 

satisf
y 
user 
needs 
and 
need 
exten
sive 
attent
ion. 

[45] +Latent 
Dirichlet  
allocation 
(LDA). 
+Multi-
label text 
classificatio
n tasks and 
apply 
various 
feature sets. 
+Several 
combinatio
ns of 
features, 
like bi-
grams and 
uni-grams. 

In this work, the 
authors consider 
multi-label text 
classification tasks 
and apply various 
feature sets. The 
authors consider a 
subset of multi-
labeled files of the 
Reuters-21578 
corpus. The authors 
use traditional TF-
IDF values of the 
features and tried 
both considering and 
ignoring stop words. 
The authors also tried 
several combinations 
of features, like bi-
grams and uni-grams. 
The authors also 
experimented with 
adding LDA results 
into vector space 
models as new 
features. These last 
experiments obtained 
the best results. 

No 
menti
on 

[46] The K-
Nearest 
Neighbors 
algorithm 
for English 
sentiment 
classificatio
n in the 
Cloudera 
distributed 
system. 

In this study, the 
authors introduce a 
new weighting 
method based on 
statistical estimation 
of the importance of 
a word for a specific 
categorization 
problem. One benefit 
of this method is that 
it can make feature 
selection implicit, 
since useless features 
of the categorization 
problem considered 
get a very small 
weight. Extensive 
experiments reported 
in the work show that 
this new weighting 
method improves 
significantly the 
classification 

Desp
ite 
positi
ve 
result
s in 
some 
settin
gs, 
Gain
Ratio 
failed 
to 
show 
that 
super
vised 
weig
hting 
meth
ods 
are 
gener
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accuracy as measured 
on many 
categorization tasks. 

ally 
highe
r 
than 
unsu
pervi
sed 
ones. 
The 
autho
rs 
belie
ve 
that 
Conf
Weig
ht is 
a 
prom
ising 
super
vised 
weig
hting 
techn
ique 
that 
beha
ves 
grace
fully 
both 
with 
and 
witho
ut 
featu
re 
select
ion. 
Ther
efore
, the 
autho
rs 
advo
cate 
its 
use 
in 
furth
er 
exper
iment
s. 

Our 
work 

We have proposed a novel model using many 
bag-of-words vectors (BOWV) and a 
SOKAL & SNEATH-IV Coefficient 
(SSIVC) for a K-Means algorithm (KM) to 
classify all the documents of the testing data 
set into either the positive sentences or  the 

negative sentences of our training data set in 
English. 
The advantages and disadvantages of the 
proposed model are shown in the Conclusion 
section. 

 
Table 7: Comparisons of our model’s benefits and 
drawbacks with the studies related to the bag-of-

words (BOW) in [47-51] 
Surv
eys 

Approac
h 

Benefits Dra
wbac

ks 

[47] Topic 
modeling
: beyond 
bag-of-
words 

The model 
hyperparameters are 
inferred using a Gibbs 
EM algorithm. On two 
data sets, each of 150 
documents, the new 
model exhibits better 
predictive accuracy than 
either a hierarchical 
Dirichlet bigram 
language model or a 
unigram topic model. 
Additionally, the 
inferred topics are less 
dominated by function 
words than are topics 
discovered using 
unigram statistics, 
potentially making them 
more meaningful. 

No 
menti
on 

[48] Evaluati
ng bag-
of-
visual-
words 
represent
ations in 
scene 
classifica
tion 

Given the analogy 
between this 
representation and the 
bag-of-words 
representation of text 
documents, we apply 
techniques used in text 
categorization, 
including term 
weighting, stop word 
removal, feature 
selection, to generate 
image representations 
that differ in the 
dimension, selection, 
and weighting of visual 
words. The impact of 
these representation 
choices to scene 
classification is studied 
through extensive 
experiments on the 
TRECVID and 
PASCAL collection. 
This study provides an 
empirical basis for 
designing visual-word 

No 
menti
on 
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representations that are 
likely to produce 
superior classification 
performance 

[49] Short 
text 
classifica
tion in 
twitter to 
improve 
informati
on 
filtering 

As short texts do not 
provide sufficient word 
occurrences, traditional 
classification methods 
such as "Bag-Of-
Words" have 
limitations. To address 
this problem, we 
propose to use a small 
set of domain-specific 
features extracted from 
the author's profile and 
text. The proposed 
approach effectively 
classifies the text to a 
predefined set of 
generic classes such as 
News, Events, 
Opinions, Deals, and 
Private Messages. 

No 
menti
on 

Our 
work 

We have proposed a novel model using many 
bag-of-words vectors (BOWV) and a 
SOKAL & SNEATH-IV Coefficient 
(SSIVC) for a K-Means algorithm (KM) to 
classify all the documents of the testing data 
set into either the positive sentences or  the 
negative sentences of our training data set in 
English. 
The advantages and disadvantages of this 
survey are shown in the Conclusion section. 

 
Table 8: Comparisons of our model’s positives and 
negatives the latest sentiment classification models 
(or the latest sentiment classification methods) in 

[57-67] 
Studie

s 
Approac

h 
Positives Nega

tives 

[57] The 
Machine 
Learning 
Approac
hes 
Applied 
to 
Sentimen
t 
Analysis
-Based 
Applicati
ons 

The main emphasis of 
this survey is to 
discuss the research 
involved in applying 
machine learning 
methods, mostly for 
sentiment 
classification at 
document level. 
Machine learning-
based approaches 
work in the following 
phases, which are 
discussed in detail in 
this work for 
sentiment 
classification: (1) 

No 
menti
on 

feature extraction, (2) 
feature weighting 
schemes, (3) feature 
selection, and (4) 
machine-learning 
methods. This study 
also discusses the 
standard free 
benchmark datasets 
and evaluation 
methods for sentiment 
analysis. The authors 
conclude the research 
with a comparative 
study of some state-of-
the-art methods for 
sentiment analysis and 
some possible future 
research directions in 
opinion mining and 
sentiment analysis. 

[58] Semantic 
Orientati
on-Based 
Approac
h for 
Sentimen
t 
Analysis 

This approach initially 
mines sentiment-
bearing terms from the 
unstructured text and 
further computes the 
polarity of the terms. 
Most of the sentiment-
bearing terms are 
multi-word features 
unlike bag-of-words, 
e.g., “good movie,” 
“nice 
cinematography,” 
“nice actors,” etc. 
Performance of 
semantic orientation-
based approach has 
been limited in the 
literature due to 
inadequate coverage of 
multi-word features. 

No 
menti
on 

[59] Exploitin
g New 
Sentimen
t-Based 
Meta-
Level 
Features 
for 
Effective 
Sentimen
t 
Analysis 

Experiments 
performed with a 
substantial number of 
datasets (nineteen) 
demonstrate that the 
effectiveness of the 
proposed sentiment-
based meta-level 
features is not 
only superior to the 
traditional bag-of-
words representation 
(by up to 16%) but 
also is also superior in 
most cases to state-of-
art meta-level features 
previously proposed in 
the literature for text 
classification tasks that 

A 
line 
of 
futur
e 
resea
rch 
woul
d be 
to 
explo
re the 
autho
rs’ 
meta 
featu
res 
with 
other 
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do not take into 
account any 
idiosyncrasies of 
sentiment analysis. 
The authors’ proposal 
is also largely superior 
to the best lexicon-
based methods as well 
as to supervised 
combinations of them. 
In fact, the proposed 
approach is the only 
one to produce the best 
results in all tested 
datasets in all 
scenarios. 

classi
ficati
on 
algor
ithms 
and 
featu
re 
select
ion 
techn
iques 
in 
differ
ent 
senti
ment 
analy
sis 
tasks 
such 
as 
scori
ng 
movi
es or 
prod
ucts 
accor
ding 
to 
their 
relate
d 
revie
ws. 

Our 
work 

We have proposed a novel model using 
many bag-of-words vectors (BOWV) and a 
SOKAL & SNEATH-IV Coefficient 
(SSIVC) for a K-Means algorithm (KM) to 
classify all the documents of the testing data 
set into either the positive sentences or  the 
negative sentences of our training data set in 
English. 
The positives and negatives of the proposed 
model are given in the Conclusion section. 

 
 
 
 
 


