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ABSTRACT 
 

Over the past years, botnets have gained the attention of researchers worldwide. A lot of effort has been 
given to detect the presence of a botnet. Many researchers focus on developing the systems and compare 
the detection method to detect the botnet activity. Identifying an appropriate threshold value is essential in 
order to differentiate between normal and abnormal network traffic. The suitable value of the threshold can 
minimize false positive rate botnet activity. Therefore, in this paper, we will identify the appropriate static 
value of the threshold for detecting HTTP botnet. The likelihood ratio tests and classification table were 
two test that will be used in order to access the fit of the model. The comparative analysis with another 
researcher also has been conducted. The result found showed about 95% of the data are declared as an 
attack when the sample of data has been compared with the value of the threshold. Thus, the value of the 
threshold is acceptable discrimination to use in detecting HTTP botnet activity. 

Keywords: Threshold, Malware, Botnet, HTTP Botnet, Logistic Regression  
 
1. INTRODUCTION 
 
These recent years have witnessed an annual 
increase in the incidents of cyber-attacks on the 
Internet. Most of the attacks include emails 
spamming, distribution denial-of-service attacks 
and theft credential from the victim's computer. All 
these attacks usually might contribute to serious 
disasters and breach the computer security policies 
such as Confidentiality, Integrity, and Availability 
[1]. Besides, with various computer-processed 
device platforms, cybercriminals will have various 
choices in strategizing the attack and resulting in 
complexity to oppose the crime. HTTP botnet is 
considered by security organizations as the biggest 
threat since the attack is based on HTTP protocol 
which is widely used to open a website. Usually, 
HTTP botnets use a centralized C&C where a 
single C&C gives an order to the network of bots 
[2] as shown in Figure 1. HTTP botnets conceal 
their C&C connection in the HTTP traffic and are 
transmitted over the Internet by emulating the 
behaviors of authorized Web connection [3]. In 
addition, [4] have described that an HTTP bot is 
grouped to communicate with a certain web server 
using an HTTP post, which contains exclusive 

identifiers for the botnet, and in response, the web 
server will conduct the HTTP commands that it has 
been set up by. Thus, due to the complexity of the 
attack, the botnets were thoroughly examined and 
ways to detect them in network traffic, especially 
when using the HTTP protocol were studied. 

 

 
Figure 1. HTTP Botnet [5] 

 
Moreover, the effective analysis of botnet 

detection system is a key element to the life cycle of 
botnets [6]. According to [7], a botnet lifecycle is 
comprised of six phases as shown in Figure 2. The 
primary phase is initial infection where attackers 
attempt to infect the target PCs in various misuse 
strategies to distribute new bot clients. For example, 
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sending an email with malware connections are 
prompt to a misuse program. Then in a second 
injection, when email attachments are open by the 
unsuspicious user, the contaminated PC will 
download bot copies through the hypertext transfer 
protocol (HTTP), peer-to-peer (P2P), or file transfer 
protocol (FTP) from remote servers and 
spontaneously install to an exploited mechanism. 
This mechanism then changes into a “zombie” and 
runs the malicious code. 

 

 
Figure 2. Botnet Life Cycle [4] 

 
Following from that, in DNS lookup, new bot 

clients need to interface with C&C servers in the 
wake of turning out to be genuine bots. Generally, 
the name of C&C and DNS server needs to register 
by Botmaster in order to prevent from being known. 
Meanwhile in the association stage otherwise called 
"Mobilizing", if the bot clients need to deliver 
information about zombie mechanism and acquire 
to gain updates, they need to associate with C&C 
servers. The zombie mechanism then turns into a 
part of the botnet army. After the connection phase, 
the actual botnet command will be started. Bot 
clients wait for the instructions which will be sent 
by the botmaster and the harmful program will be 
implemented then execute to attack the victim’s 
machine when bot accepts the commands. The last 
phases are maintenance and update which it is 
needed to keep the bots lively and maintained. 
Botmaster could improve malware codes to repair 
any bugs in order to enhance the performance of 
their bot programs to be more intelligent. Other 
than that, by changing the pattern of the harmful 
program from time period to random or changing 
the C&C server’s addresses, the current detection 
techniques can also be avoided. 
 

Additionally, botnets detections network utilises 
behavior-based detection and it can be divided into 
two categories using anomaly-based and signature-
based approaches. In this paper, anomaly-based 
detection will be employed in the experiment. It is 
because of the difficulty of discovering the unique 
communication patterns in the network traffic 
which do not imitate the signature-based 
approaches [9]. Furthermore, this technique also 
detects the botnets using network abnormalities 
such as high network latency, traffic on unfamiliar 
ports, high volumes of traffic, and abnormal system 
behavior that might indicate the existence of 
botnets activity in the network. Besides, anomaly-
based analysis possessed the capability to detect 
botnets and even novel attacks [10]. According to 
[11], an anomaly-based approach has difficulties in 
determining the value of threshold due to 
incomplete profile from behavior which can lead to 
the false alarm.  

 
However, the existing problem of botnet 

detection is the difficulty in identifying an 
appropriate value of threshold to distinguish 
between normal and abnormal network traffic. As a 
result, a new technique to identify the value of the 
threshold is necessary, especially for the detection 
of a botnet attack. This statement motivated by [12] 
which stated that the appropriate value of threshold 
to minimize the false positive still becomes an issue 
which needs to be solved. Setting an inappropriate 
value of the threshold will generate the false alarm 
of the botnet activity. The author [8], claimed that 
identifying a good threshold can minimize the false 
positive rate. Hence, a new method to find the 
threshold value is required in order to reduce 
incorrect alarm produced by the anomaly-based 
detection for botnet recognition. 

 
The remainder of this paper is presented as 

follows: Section 2 discusses related studies and 
Section 3 explain the methodology used for this 
paper. Section 4 presents some analyses of the 
results. Section 5 concludes the paper and suggests 
future work directions. 

 
2. RELATED WORK 
 

The main objective of discovering the value of 
threshold in this project is to differentiate between 
normal and abnormal activity present in the 
network. There are several studies that have been 
previously conducted that are related to the 
threshold. In this research, [13] utilized static 
threshold mechanism as a part of distinguishing the 
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port scan movement to recognize the attacker. He 
recommended that the selected threshold can be 
manually adjusted. Additionally, [14] also applied 
static threshold mechanism to recognize the 
attacker. Standard deviation and mean from typical 
records of the host have been used by this 
researcher to differentiate between the common and 
uncommon data. However, [15] suggested the 
threshold alert notice malicious activity in the 
network traffic. The threshold alert is used to 
distinguish between benign traffic and malware. 
Moreover, [16] deliberate that if the sum of 
payloads is below the value threshold of 2 KB, then 
suspicion should be raised. The author [17] also 
discovered the universal entropy of packet sizes by 
defining the smaller result in packet size have a 
higher tendency to be attacked. He stated that the 
attack is detected when the distance between the 
probability distribution of packet sizes is greater 
than the value of the threshold. In contrast with the 
author, [18] studies the detection of intrusion at the 
host or network by using log analysis. He clusters 
the log events and uses a filtering threshold to 
decrease the size of events for examination. The 
experiment outcome of this author shows filtering 
threshold significantly impacts the result of 
identifying the anomalies at the network or host 
with the rate of detection is about 87.26% and 
85.24% of anomalous events.  

 
In addition, the researcher [19] examines 

network attacks by using rank distribution data. The 
determination of threshold values for major 
network variables based on the collected data of 
rank distribution under normal network condition. 
When the threshold increase, it shows that the 
identification of attacking IP addresses and 
subsequent blocking of their access. Other than 
that, author [20] defines a significant value of the 
threshold for botnet identification. Determination of 
the threshold value can discover the unknown 
properties of the normal traffic patterns. The result 
from his research show that the value of the 
threshold is set at 0.2 with an average percentage of 
correctly recognized bots is moderately large (> 
80%). Nevertheless, author [21] suggested the 
method of structural analysis-based learning to 
categorize between the botnet and benign 
application. The research used machine learning 
method in order to achieve high detection of 
accuracy. The result shows the value of the 
threshold is set to 0.05 as acceptance value to detect 
botnet application. Conversely, author [22] reported 
that 0.9 is the optimum value for the threshold to 
distinguish between benign and botnet. His research 

has proven that with the value of the threshold, the 
detection of zero-day fast-flux botnets can be 
recognized. 

 
Briefly, from the aforementioned related works 

were significant in using the threshold as a method 
to find anomalies activity. In recent times, various 
alternative techniques have been proposed by the 
researcher in distinguishing botnet detection. 
Nonetheless, the method still lacks in distinguish 
the behaviors of malware and affect the rate of false 
negatives. Therefore, this research is focused on 
identifying the value of static threshold in detecting 
HTTP botnet. Then, the value of static threshold 
will be tested and validated with several samples of 
data in order to establish its reliability. This 
research is supported by the author [38] which 
pointed that a proper identification threshold is 
required for botnet detection. The value of the 
threshold also may assist in detecting an intruder 
and recognize malicious activity in the network 
system. 

 
3. RESEARCH METHOD 

 
Figure 3 illustrates the process of threshold 

selection. This process was used to detect the 
botnet. A collection of normal and botnet dataset 
has been collected and going through data 
preprocessing. About 57 feature of data was 
analyzed by using feature selection to select the 
influence features (7 of the feature). Then the 
influence feature will testing by using a Likelihood 
Ratio test and classification table. The result of the 
logistic regression equation was analyzed to 
identify the fit of the models. Then, the probability 
graph is generated based on the selected model 
which can identify the appropriate value of 
threshold in the detection of the botnet. When the 
event goes beyond the number of thresholds that 
have been declared in the probability graph, then 
the system will generate an alert that there was 
botnet attack in the network. Thus, selecting a 
suitable value of the threshold is important in order 
to detect a botnet attack. 
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  Figure 3. Process of Threshold Selection 

 
3.1 Feature Selection 
 

Feature selection is the technique of choosing 
the relevant features from dataset to provide the 
good prediction results, reduce the cost of 
computational, and improved the interpretability of 
the model. Feature selection has been applying in 
many practitioners for reducing dimensionality by 
aiming at a subset of relevant features from the 
original based on specific criteria [23]. According 
to [24], feature selection is a method that affects the 
most in detection among numerous data by 
eliminate the redundant, reduce effects from noise 
and irrelevant features. Furthermore, author [25] 
stated that the objective of feature selection is to 
increase the accuracy of the model in term of 
reducing the complexity data for learning and 
setup.  

 
Besides, filter model, wrapper model, and 

embedded model are three categories of features 
selection methods. The filter method based on 
reliable features of training dataset with an 
independence of any predictor to select the best 
features [23]. The filter model depends on specific 
measures such as consistency, dependency, and 
correlation. Contrast with the wrapper model where 
the process of feature selection involves optimized 
classifiers to obtain the set of features for 
improving the classification model performance 
[26]. This model will repeat the process until the 
high accuracy or performance is achieved. 
Moreover, the embedded model is the combination 
of filter model and wrapper model where the model 
learn and identify significant features that 
contribute to the accuracy of the model [27]. Thus, 
among three methods of feature selection, the 
wrapper model is chosen as it achieves better 
recognition rate and avoids overfitting since the 
model used the cross-validation measured of 

predictive accuracy [28]. This statement is 
supported by [29] which claim that the wrapper 
model as it can handle large dimensional data and it 
uses independent subset evaluation. Figure 4 shows 
the process of the wrapper feature selection model. 

 

    
  Figure 4. Process of Wrapper Feature Selection Model 

[26] 
 
Additionally, feature selection also can be done 

by the heuristic method such as forward selection, 
backward elimination, and optimized selection. 
Table 1 shows the heuristic methods for feature 
selection. From Table 1, it concludes that forward 
selection is the best option as the selected attribute 
provide the maximum accuracy to the model 
compared with backward elimination, the selected 
attribute giving the minimum accuracy to the 
model. For that reason, forward selection will be 
used in this research in order to obtain high 
accuracy with the significant feature. The forward 
selection algorithm is shown in Figure 5. 
 

Table 1. The Heuristic Method for Feature Selection 
Method Content 

Forward 
Selection  

 Start with empty selection 
attribute. 

 The performance estimate 
using cross-validation for each 
added attribute. 

Backward 
Elimination 

 Start with full selection 
attribute. 

 The performance estimate 
using cross-validation for each 
removal attribute. 

Optimized 
Selection 

 Select significant attributes. 
 Optimize and search problem. 

 



Journal of Theoretical and Applied Information Technology 
31st July 2018. Vol.96. No 14 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
4432 

 

 
Figure 5. Forward Selection Algorithm [28] 

 
3.2 Logistic Regression 
 

A kind of development which is used when the 
reliant variable is a division and the independents 
are any sort is called binary logistic regression. 
Logistic regression is utilized to foresee the 
likelihood of the dichotomous event. According to 
Discovering Statistics Using SPSS, logistic 
regression refers to various regressions with an 
outcome variable that is a categorical variable while 
the predictor variables are continuous or categorical 
[30]. Besides, [31] stated that logistic regression is 
convenient as any value from negative infinity to 
positive infinity, it can take as an input, whereas the 
values between 0 and 1 as an output. 

 
In addition, the advantages of logistic 

regression include flexibility and the ability to 
apply logistic regression to many subject areas. 
This statement is supported by [32] which studies 
the applicability of logistic regression to calculate 
the probability that a packet contains malware. 
Logistic regression can replace all the signatures 
which are related to a single malware family with 
the same accuracy as signature detection. Thus, it is 
an appropriate alternate to discriminant analysis as 
it does not require strict expectations, whether 
normality and equality. 
 

Moreover, recognizing the fit of the model is 
fundamental before selecting an appropriate 
threshold from the graph of probability which is 
made from the logistic regression model. The 
reason is to assess the efficiency of the model in 
defining the outcome variable. When the model fits, 
the model will then give a decent effect to the 
model in expecting the result. The precision of the 
detection will also become higher. The likelihood 
ratio test (1) also known as chi-square test model 
and the rate of correct prediction was the two tests 
used to measure the fit of the model [30]. 
 
x2 = 2 [Log Likelihood(New(with predictor) – Log 
Likelihood(Baseline(without predictor))       (1) 
 

However, the rate of the correct prediction can 
obtained by using classification table. The rate of 
the attack detection and normal detection is based 

on the classification table which is comprised of 
false positive and false negative. False positive is 
represents as non-malicious which is it 
misclassified as attack. Meanwhile, false negative 
is represents as attack but it is misclassified as 
normal. Table 2 depicts an example of the 
classification table. 

 
Table 2. Classification Table [33] 

Classified 
Predicted 

Normal Attack 

Observed 
Normal A B 

Attack C D 

 
From the table above, it can be concluded that: 

 
i) Detection Attack Rate = d / (c + d) 
ii) False Positive (FP) = b / (b + d) 
iii) Detection Normal Rate = a / (a + b) 
iv) False Negative (FN) = c / (a + c) 
v) Overall Detection Rate = (a + d) / (a + b + c + d) 

 
3.3 Threshold Identification 
 

The estimated probability of the logistic model 
is the basis of the threshold identification. By using 
equation (2), the regression equation of the model 
can be computed. 
 

P(Y) =   / ( ) (2) 
 

The regression model used the cut-off value 
from the Receiver Operating Characteristic curve 
(ROC). The simplification of the set of possible 
combinations of sensitivity and specificity possible 
for predictors known as ROC curve [34]. In this 
paper, the cut-off value for the regression model in 
detecting the attack was 0.8 or a probability of 
80%. This cut-off value is based on the assumption 
that in order to eliminate any bias caused by the 
attack or normal network traffic which may reflect 
the accuracy of the result. Furthermore, according 
to [35], the selected cut-off value probability of 
80% is considered as an acceptable discrimination. 

 
4. RESULTS AND DISCUSSION 
 

Based on previous study [36], there are seven 
features that are involved in botnet detection which 
are avg_segm_size_b2a, 
initial_window_bytes_a2b, unique_bytes_sent_b2a, 
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max_win_adv_a2b, max_win_adv_b2a, 
min_segm_size_a2b and max_segm_size_a2b. All 
these features are analyzed by using Log likelihood 
test and Wald test. Then, the results were compared 
and discussed by using the statistical values of Log 
likelihood test and Wald test. 

 
From Table 3, it can be concluded that only 

three features gave a decent effect on the model for 
expecting the result. The features are 
avg_segm_size_b2a, initial_window_bytes_a2b, 
and min_segm_size_a2b as the value of Wald test 
is different from zero. Meanwhile, the other four 
features which are unique_bytes_sent_b2a, 

max_win_adv_a2b, max_win_adv_b2a, and 
max_segm_size_a2b are not selected. This is 
because the result of Wald test is significantly from 
zero, which means that the features selected did not 
give a decent effect to the model in expecting the 
result. Therefore, only avg_segm_size_b2a, 
initial_window_bytes_a2b, and 
min_segm_size_a2b feature with the value 
2173.349, 7445.696, and 13961.988 can be used in 
identifying the threshold selection. From that, the 
probability graph will be produced in order to 
determine the appropriate value of threshold in 
botnet detection. 

 
 

Table 3. Result of Features Influence 
Features Wald test -2 Log Likelihood 

Avg_segm_size_b2a  2173.349 402052.506 
Initial_window_bytes_a2b 7445.696 400666.766 
Unique_bytes_sent_b2a 0.322 400651.702 

Max_win_adv_a2b 0.854 398849.06 
Min_segm_size_a2b 13961.988 378687.144 
Max_segm_size_a2b 0.124 378445.002 
Max_win_adv_b2a 0.354 377280.474 

 
 

4.1 Classification Table 
 

The fit of the model can be assessed by using 
the classification table. Table 4 and Table 5 show 
the results of the classification table of the null 
model and the full model. 

 
Table 4. Classification of Null Model 

Observed 

Predicted 

Class 

Normal Botnet 

Class 
Normal 60069 0 

Botnet 613398 0 
 

Table 5. Classification of Full Model 

Observed 

Predicted 

Class 

Normal Botnet 

Class 
Normal 3881 56188 

Botnet 472 612926 

 
Table 4 demonstrates that the finding normal 

rate of the model is 100% accurate in categorizing 
the normal while the false negative was also very 

high which is 91.08%. This showed that the 
organization was very dangerous because many 
attacks were not discovered. Inappropriately, the 
model assumed most of the data were normal when 
using constant, which shows the model also did not 
have the abilities to identify the attack. Then, after 
the predictor was incorporated into the model, the 
accuracy of the detection attack became high and 
the false positive reduced as represented in Table 5. 
The detection attack rate of the model is 99.92% 
accurate in categorizing the attack and only 8.39% 
is a false positive. The false negative was reduced 
to 80.82% from the full model. Although the attack 
recognition rate was only 99.92%, it was still 
satisfying as the current botnet detection system has 
80% of the abilities to distinguish the botnet [37]. 
The model is capable of differentiating the 
classification of normal and attack since it has the 
better expectation. Besides, for null model, the total 
percentage of the organization table was 8.92%. 
The result of the overall percentage increased to 
91.59% after the full logistic regression model was 
applied to the data. Thus, the model was 
appropriate, fits, and it is suitable for expecting the 
outcome variable since it indicates an increase in 
the correct percentage for the classification between 
the attack and standard. 
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4.2 Threshold Identification 
 
4.2.1 Avg_segm_size_b2a Feature 
 

Figure 6 shows the graph of the threshold for 
avg_segm_size_b2a feature that was created the 
logistic regression model. The cut-off value of the 
logistic probability model is 0.8, thus, the threshold 
was 1.6. Therefore, the value of 2 
avg_segm_size_b2a per bytes can be set as an 
attack inside the real-time system.  

 
The fitted logistic regression equation was 

computed as follows: 
 

P(Y) =   / ( ) 
 
4.2.2 Initial_window_bytes_a2b Feature 
 

The graph shown in Figure 7 was produced by 
a fitted logistic regression equation for the 

initial_window_bytes_a2b feature. The logistic 
regression equation that computed the threshold is: 
 

P(Y) =   / ( ) 
 
4.2.3 Min_segm_size_a2b Feature 
 

Figure 8 shows the graph generated from fitted 
logistic regression for the min_segm_size_a2b 
feature.  The cut-off value of 0.8 of threshold was 
1.6. Thus, the value of 2 min_segm_size_a2b per 
bytes can be set as an attack traffic in the real time 
system. The logistic equation which generates the 
graph is illustrated as follows: 
 

P(Y) =   / ( ) 
 
 
 
 
 
 

 
Figure 6. Threshold of the Avg_segm_size_b2a Feature 

 



Journal of Theoretical and Applied Information Technology 
31st July 2018. Vol.96. No 14 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
4435 

 

 
Figure 7. Threshold of the Initial_window_bytes_a2b Feature 

 

 
Figure 8. Threshold of the Min_segm_size_a2b Feature 

 
 

Referring to the result above, only three 
significant feature was selected from the seven 
feature in order to identify the value of threshold in 
detecting botnet activity. This three feature gave the 
best result in distinguishing botnet detection as the 
value of Wald test is greater than zero. The value 
Wald test give the significant commitment to the 
feature in anticipating the better result. The selected 
feature was used to generate the threshold graph by 
using the probability of logistic model. When the 
event goes beyond the number of thresholds that 
have been declared in the probability graph, then 
the system will generate an alert that there was 
botnet attack in the network. Thus, the obtained 
value of threshold will be used to distinguish botnet 
attack and more importantly, it can help to reduce 
false alarm. 

In addition, the testing is conducted in order to 
show whether the selected threshold is able to 
detect a botnet attack. The result was evaluated 
based on the accuracy detection rate criteria. Figure 
9 shows the testing and result of validation 
procedure. Then, the results were compared to the 
value of threshold in the probability graph that was 
generated based on the selected feature influence in 
botnet detection. For this project, the value of 
overall threshold was 2 per bytes and the result for 
testing achieved approximately 95% accuracy of 
detection rate. So, if the value of equal or greater 
than 2 per bytes, it shows the presence of botnet 
attack in the network otherwise there is normal 
activity. Therefore, it is concluded that the value of 
threshold which is 2 per bytes in this project can be 
used to detect a botnet attack as the testing result 
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provide the 95% of the capabilities to distinguish 
the botnet. 

 

 
Figure 9. Result Validation Procedure 

 
 
5. OPEN RESEARCH ISSUE 
 
Selecting a significant feature and an appropriate 
value of the threshold is not a simple task to be 
accomplished. The inadequate data and irrelevant 
feature will affect the result of threshold value in 
distinguish botnet activity. For instance, the value 
of threshold for previous work cannot be used in 
this research as the study not focus on HTTP botnet 
detection. The value of threshold should minimize 
the rate of false alarm and consequently the rate of 
accuracy will be increase with the improved false 
alarm rate. Besides, the existing works proposed the 
value of threshold to differentiate between benign 
and malware activity not on HTTP botnet detection. 
Nowadays, the type of botnet attack has undergone 
significant changes and difficult to be identified as 
the HTTP botnets hide their communication 
through HTTP traffic. This remains as an open 
challenge in the research community. Moreover, 
constraints on botnet detection (i.e. cannot 
differentiate and recognize the new botnet activity 
precisely) need to be improved. 
 
6. CONCLUSION 
 
This paper emphasis on the using of the threshold 
to detect anomalies activity. The difficulty in 
identifying an appropriate the value of threshold to 
distinguish between normal and abnormal network 
traffic is the current problem in the detection of 
HTTP botnet. Identifying a good threshold can 
minimize the false positive rate. A low threshold 
may generate many false alarms while a higher 
threshold may miss botnet attack detection. Thus, 
selecting a suitable threshold is an important focus 

of this paper. The main contribution of this work is 
the three feature such as Avg_segm_size_b2a,   
Initial_window_bytes_a2b, and 
Min_segm_size_a2b with the value of threshold 2 
per bytes can be used to detect botnet. The 
limitation of this study is the feature extracted from 
TCP headers features and only use six variant of 
botnets. For future works, it is recommended for 
future studies implement a dynamic technique in 
order to identify the value of the threshold for 
detecting botnet activity. 
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