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ABSTRACT 
 

Detection of abrupt and gradual change of scene in a video is an active area of research for last many years 
due to its applicability in many applications, viz. content based image retrieval, computer vision, etc. This 
paper presents dynamic dual threshold based schemes to detect the abrupt scene change in a video. 
Proposed schemes use static as well as dynamic thresholds defined over set of features proposed in this 
paper. These features include Mean Squared Error (MSE), Entropy, and Count of displaced blocks. 
Extensive experiments have been conducted to recommend the values for the proposed thresholds to 
efficiently detect the abrupt scene change in videos. Experimental results show the good accuracy to detect 
the abrupt change of scene. 

Keywords: Abrupt Change of Scene Detection, Entropy, Mean Squared Error, Histogram, Count of Displaced Blocks 
 
1. INTRODUCTION 
 

For years, visual information (images and 
videos) is one of the most effective modes of 
representing and communicating information 
among end users. Visual information in form of 
continuous stream (i.e. video sequence or video) 
represents the broader spectrum of information [1-
2]. In current era, visual information available at 
different social networking websites viz. YouTube, 
facebook, and Instagram, etc. are effectively used to 
fulfill different objectives, viz. knowledge 
acquisition, advertisement, etc. whereas, video 
conferencing and video chatting (using Skype, etc.) 
are often used for communicating information 
among end users. 

A video sequence (or video) consists of 
time ordered sequence of video frames, where each 
video frame represents orthogonal bitmap images of 
𝑀 ൈ 𝑁 pixels. Successive video frames represent 
the temporal variation and primary reason for 
motion or moving objects in a video [3-4]. Series of 
continuous frames make a scene and set of scenes 
resulted into a video [5], i.e. a video is a sequence 
of continuous or successive scene (s). There is 
change of context or information between two 
successive scenes in a video. 

Due to wide applicability, detection of 
change of scene in a given video is always an 
attractive domain for researchers for last many 
years. Splitting the video into different scenes (or 

video segmentation) is one of the primary steps in 
video indexing, video tagging, scene based 
watermarking, content based video retrieval, and 
computer vision, etc [5]. Accurately and efficiently 
identified scenes in videos are the basic building 
block in the listed application domains. 

Identification of different scenes in video 
footages captured by CCTV based surveillance 
system is often required to analyze the crimes or 
security loopholes in the concerned area or locality. 
Often the identified scenes in videos are useful in 
detection of the forgeries with videos. Figure 1 
presents a clip of the movie Speed (released in 
1994) where the doctoring with the surveillance 
video to conceal the activities on the bus is detected 
by the movie character after seeing the repeated 
scenes [6]. In the area of computer vision, different 
machines (viz. Support Vector Machine, Neural 
Network, etc.) are used to train the videos. For 
training purpose, splitting of videos into frames and 
scenes are often required. 

In above applications, volume of the video 
contents as well as the amount of information 
contained in each video are day by day increasing 
and ultimately raising challenges for research 
community to reliably and efficiently retrieve or 
search relevant information from a large collection 
of videos. The volume of required data processing 
and reliability of the scheme to detect the change of 
scene in videos always motivate researchers to 
come with efficient and reliable scheme. 
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Figure 1: An example where repeated scenes have been 
detected in the surveillance video clip doctored by the 
characters in the movie Speed [6] 
 

In literature, depending upon amount of 
change between the contents of successive frames 
in a video, change of scene between two 
consecutive video frames is majorly defined in 
following ways: (1) gradual change between 
successive frames of videos and (2) abrupt change 
between successive frames of videos [2-3]. For 
years, abrupt scene change detection have been 
used as pre or post processing steps in many 
applications viz. video compression, video 
indexing, video database navigation, video 
summarization, video editing, and video forgery 
detection, etc [7-13]. 

In recent years, several contributions have 
been made by researchers to efficiently detect the 
abrupt scene change in a video by identifying the 
similarity or difference between adjacent frames 
using various metrics, viz. histogram, mean squared 
error, and template matching, etc. These techniques 
have been often used to compute the inter-frame 
difference in videos and effectively applied to find 
the abrupt change of scene. Subsequently we 
discuss some of the contributions to detect the 
abrupt scene change in videos. 

In [7], Yu and Srinath proposed a 
threshold based scheme to detect the abrupt scene 
change. With the help of color histogram of 
successive frames, authors claimed to achieve good 
accuracy. In another contemporary work, similar 
approach have been used by the researchers at 
Moscow State University (MSU), where plug-in to 

detect the abrupt scene change have been developed 
using block based color histogram [14]. 

Authors in [10] proposed adaptive 
threshold based scheme to detect the scene change 
in videos, whereas in [9], authors presented the 
research directions and set of criteria for measuring 
and comparing the performances of various 
schemes of scene change detection. 

Based on the correlation between 
histogram of first frame in a video with histogram 
of other frames of the video under consideration, 
authors in [15] proposed a scheme to detect the 
abrupt change of scene and gradual change of scene 
in that video. Based on the sharp changes in the 
correlation values of the histograms of the first 
frame and other frames, abrupt scene changes in a 
video were claimed to be effectively detected. 

In another contemporary work, authors in 
[5] proposed a two-pass algorithm to detect the 
abrupt change of scene in videos. In this work, 
authors used color histogram based frame 
differences and proposed a sliding window detector 
based scene change detection scheme. 

In all, the basis of these discussed schemes 
is thresholds (defined over different metrics) to 
differentiate the contents of successive frames in a 
video for consideration of abrupt change of scene. 
These thresholds are either static (i.e. having some 
pre-recommended values for all videos) or dynamic 
(i.e. computed and decided for individual videos) 
and defined over various features or metrics, 
includes MSE, Histogram, Entropy [16], etc. 
Performance (how accurately abrupt scene change 
has been detected) of the threshold based abrupt 
scene change detection scheme depends on the kind 
of features (or set of features) used as thresholds 
and their recommended values. 

In this paper, we present threshold based 
schemes to detect the abrupt scene change, where, 
we defined static thresholds, recommended their 
values after extensive experiments along with 
dynamic dual thresholds which are dynamically 
computed for individual videos. 

Apart from introduction, remaining paper 
is organized as follows: Section 2 presents the 
prerequisites in terms of features, static thresholds 
and their recommended values, and a scheme which 
is used as a pre-processing step for the scene 
change detection schemes presented in Section 3; 
experimental details, observed performance, and 
comparative analysis have been presented in 
Section 4 followed by conclusion and references. 
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2. THRESHOLDS AND PRE-PROCESSING 
 
This section presents the features and the 

static thresholds used in this paper along with a 
scheme to compute the count of displaced blocks 
between two successive video frames. This scheme 
(count of displaced blocks) is used as a pre-
processing step for the scene change detection 
scheme presented in next section. 

As discussed in previous section, many 
features have been used by researchers to compare 
adjacent frames in a video for similarity or 
dissimilarity of the contents. Absolute difference 
and MSE are two of such features, where pixel by 
pixel absolute error (for absolute difference) or 
pixel by pixel squared error (for MSE) between two 
successive frames (𝐹஼ and 𝐹ே) is the basis of 
comparison. MSE is the mean of the squares of the 
pixel by pixel errors between two frames (say 𝐶 and 
𝑁) and computed as follows (Equation 1): 

 

𝑀𝑆𝐸ሺ𝐶, 𝑁ሻ ൌ
ଵ

஺ൈ஻
∑ ∑ ሾ𝐶ሺ𝑖, 𝑗ሻ െ 𝑁ሺ𝑖, 𝑗ሻሿଶ஻

௝ୀଵ
஺
௜ୀଵ   (1) 

 
where, 𝐴 and 𝐵 (in 𝐴 ൈ 𝐵 pixels) are 

respectively height and width i.e. size of the video 
frames 𝐶 and 𝑁. 

Lesser value of MSE between two video 
frames (𝐶 and 𝑁) represents the least difference 
between them, i.e. both frames (𝐶 and 𝑁) are 
almost identical. Larger values of MSE between 
two video frames (𝐶 and 𝑁) represents the 
significant difference between them to be 
considered as ending and starting frames of two 
different scenes. However, it is misleading while 
abrupt scene change detection, as there might not be 
scene change, even though the error between 
successive frames may be significantly large due to 
shifting of blocks (8 ൈ 8 or 16 ൈ 16). 

Hence, in this paper we defined a new 
feature and named it count of displaced blocks 
(DISP). It represents the count of 8 ൈ 8 blocks in a 
frame which are not present in successive frame. 
This feature is recently proposed by the author (s) 
in [16] and inspired by the feature, block 
displacement, mostly used in block based video 
compressions [3-4] where, block size is of either 
8 ൈ 8 or 16 ൈ 16. 

Figure 2 presents a scheme, 𝑏𝑙𝑘𝐷𝑖𝑠𝑝ሺ ሻ 
recently proposed by the author (s) in [16] and 
computes the count of 8 ൈ 8 blocks in a frame (𝐹஼) 
not present in another frame (𝐹ே) i.e. it is used to 
compute the feature DISP between two frames (𝐹஼ 
and 𝐹ே). The scheme, 𝑏𝑙𝑘𝐷𝑖𝑠𝑝ሺ ሻ is built around 

following two features, (a) Entropy, which is the 
statistical measure of the randomness, and (b) MSE. 

In the scheme, 𝑏𝑙𝑘𝐷𝑖𝑠𝑝ሺ ሻ, Entropy of 
each 8 ൈ 8 block in the input frame 𝐹஼ have been 
computed and scaled with two margin parameters, 
𝑚ଵ and 𝑚ଶ to accommodate the boundary (little bit 
upper and little bit lower) values. Further, the 
computed range (considering the boundary cases 
too) of the considered block of the input frame 𝐹஼ is 
used to find corresponding probable matching block 
(8 ൈ 8) or blocks in another input frame 𝐹ே. Later, 
the probable matching has been considered as the 
perfect matching block (8 ൈ 8) of 𝐹஼ present in 𝐹ே, 
if the MSE of these blocks (8 ൈ 8) are in 
considerable limit. The considerable limit is 
decided using block based MSE threshold, 𝑏𝑇ℎ𝑟. In 
[16] we recommended its (𝑏𝑇ℎ𝑟) value as 60, but 
after conducting further extensive experiments over 
various videos of different nature having several 
instances of (1) abrupt change of scene, (2) gradual 
change of scene, and (3) no change of scene, we 
recommend its (𝑏𝑇ℎ𝑟) value as 62. 

Utilizing the feature, DISP, we defined 
two static thresholds in [16] and present here as 
follows along with their recommended values: 

𝐷𝐼𝑆𝑃௚௥௔ௗ௨௔௟: It is one of the static 
thresholds defined in this paper. Considering 
gradually changing successive frames, say 𝐹௜ and 
𝐹௜ାଵ (i.e. no abrupt change between these frames), 
this threshold is defined as the ratio between count 
of 8 ൈ 8 blocks of a video frame, 𝐹௜ not present in 
adjacent frame 𝐹௜ାଵ and count of 8 ൈ 8 blocks in 
given video frames. 

We investigated around 25,000 sets of 
such gradually changing 𝐹௜  and 𝐹௜ାଵ belonging to 
the frames of self captured videos. In [16] we 
recommended its value as 0.52, but after further 
experiments, we recommend its value as 0.47. 

𝐷𝐼𝑆𝑃ௗ௜௙௙: Considering abruptly changing 
successive frames, say 𝐹௜ and 𝐹௜ାଵ (𝐹௜ and 𝐹௜ାଵ are 
entirely/significantly different frames and we can 
call abrupt change of scene in these frames), this 
threshold represents ratio between count of 8 ൈ 8 
blocks of 𝐹௜ not present in adjacent frame 𝐹௜ାଵ and 
count of 8 ൈ 8 blocks in a video frame.  

We investigated approximately 23,000 sets 
of such abruptly/significantly changing 𝐹௜  and 𝐹௜ାଵ 
belonging to the frames of self captured videos. In 
[16] we recommended its value as 0.79, but after 
further extensive experiments, we recommend its 
(𝐷𝐼𝑆𝑃ௗ௜௙௙) value as 0.74. 
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𝑣1  ← 𝑚1 ൈ  𝑒𝑛𝑡𝑁ሾ𝑗ሿሾ0ሿ 

𝐀𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦: 𝒃𝒍𝒌𝑫𝒊𝒔𝒑ሺ𝑭𝑪, 𝑭𝑵ሻ    {Computes and return count of 8 ൈ 8 blocks of 𝐹𝐶  not present in 𝐹𝑁}

𝑤 , ℎ                                 {Width and height of video frame 𝐹𝐶or 𝐹𝑁} 
𝑐𝑜𝑙 , 𝑟𝑜𝑤              {Column and row wise count of 8 ൈ 8 block in a frame} 
𝑏𝐶𝑜𝑢𝑛𝑡               {Total count of 8 ൈ 8 blocks in a frame i.e. 𝑏𝐶𝑜𝑢𝑛𝑡 ൌ 𝑟𝑜𝑤 ൈ 𝑐𝑜𝑙} 
𝑒𝑛𝑡𝐶ሾ1 . . 𝑏𝐶𝑜𝑢𝑛𝑡ሿሾ1 . . 3ሿ         {It stores Entropy of an 8 ൈ 8 block of 𝐹𝐶  and its row and col index}
𝑒𝑛𝑡𝑁ሾ1 . . 𝑏𝐶𝑜𝑢𝑛𝑡ሿሾ1 . . 3ሿ         {It stores Entropy of an 8 ൈ 8 block of 𝐹𝑁  and its row and col index}
𝑚𝑎𝑟𝑘ሾ1 . . 𝑏𝐶𝑜𝑢𝑛𝑡ሿ                 {A vector which stores Boolean value} 

begin 

initialize 𝑘 ← 0, 𝑚𝐶 ← 0, 𝑟𝑜𝑤 ←  ℎ 8⁄  , 𝑐𝑜𝑙 ←  𝑤 8⁄  
for 𝑖 ← 1 to 𝑟𝑜𝑤   do 

for 𝑗 ← 1 to 𝑐𝑜𝑙   do 

𝑒𝑛𝑡𝐶ሾ𝑘ሿሾ0ሿ  ← 𝐸𝑁𝑇൫𝐹𝐶ሺ𝑖, 𝑗ሻ൯  

𝑒𝑛𝑡𝑁ሾ𝑘ሿሾ0ሿ  ← 𝐸𝑁𝑇൫𝐹𝑁ሺ𝑖, 𝑗ሻ൯  

{𝐹𝐶ሺ𝑖, 𝑗ሻ is one of the 8 ൈ 8 blocks of 𝐹𝐶  indexed at 𝑖, 𝑗 and 𝐸𝑁𝑇 returns the Entropy of a 
block} 

 𝑒𝑛𝑡𝐶ሾ𝑘ሿሾ1ሿ  ←  𝑖    
 𝑒𝑛𝑡𝐶ሾ𝑘ሿሾ2ሿ  ←  𝑗    
 𝑒𝑛𝑡𝑁ሾ𝑘ሿሾ1ሿ  ← 𝑖    
 𝑒𝑛𝑡𝑁ሾ𝑘ሿሾ2ሿ  ← 𝑗 
 𝑘 ← 𝑘 ൅ 1 

end for 
end for 
for 𝑖  ←   1 to 𝑏𝐶𝑜𝑢𝑛𝑡   do 

𝑚𝑎𝑟𝑘ሾ 𝑖 ሿ ← 0  
for 𝑖  ←   1 to 𝑏𝐶𝑜𝑢𝑛𝑡   do 

for 𝑗  ←   1 to 𝑏𝐶𝑜𝑢𝑛𝑡   do 

𝑣2  ← 𝑚2 ൈ  𝑒𝑛𝑡𝑁ሾ𝑗ሿሾ0ሿ         {𝑚1 and 𝑚2 are the margins and need to be tuned} 

if  𝑣1 ൒  𝑒𝑛𝑡𝐶ሾ𝑖ሿሾ0ሿ  and  𝑣2 ൑  𝑒𝑛𝑡𝐶ሾ𝑖ሿሾ0ሿ   then 

𝑐ℎ𝑒𝑐𝑘  ← 𝑀𝑆𝐸൫𝐹𝐶ሺ𝑒𝑛𝑡𝐶ሾ𝑖ሿሾ1ሿ, 𝑒𝑛𝑡𝐶ሾ𝑖ሿሾ2ሿሻ, 𝐹𝑁ሺ𝑒𝑛𝑡𝑁ሾ𝑗ሿሾ1ሿ, 𝑒𝑛𝑡𝑁ሾ𝑗ሿሾ2ሿሻ൯   

{𝑀𝑆𝐸 returns Mean Squared Error between 8 ൈ 8 block of 𝐹𝐶and 8 ൈ 8 block of 𝐹𝑁} 

if  𝑐ℎ𝑒𝑐𝑘 ൑   𝑏𝑇ℎ𝑟  and  𝑚𝑎𝑟𝑘ሾ𝑖ሿ ൌ 0   then     {𝒃𝑻𝒉𝒓 is a threshold} 
𝑚𝐶  ←    𝑚𝐶 ൅ 1 ,   𝑚𝑎𝑟𝑘ሾ𝑖ሿ   ←   1  

     end if 
 end if 

      end for 
end for 

     return  ሺ𝑏𝐶𝑜𝑢𝑛𝑡 െ 𝑚𝐶ሻ 

end {End of the algorithm/scheme 𝒃𝒍𝒌𝑫𝒊𝒔𝒑} 
 

 
Figure 2: Scheme 𝑏𝑙𝑘𝐷𝑖𝑠𝑝 to compute the count of 8 ൈ 8 blocks in a frame (𝐹஼) not present in another frame (𝐹ே) 

 
3. ABRUPT SCENE CHANGE DETECTION 
 

In this section, we present the dual 
threshold based schemes (1) 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 and 

(2) 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 to detect the abrupt scene 
change. Besides the static thresholds presented in 
previous section, in these schemes we have used an 
additional feature MSE to form two dynamic 
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thresholds, 𝑀𝑆𝐸௛௜௚௛ and 𝑀𝑆𝐸௚௟௢௕௔௟. We compared 
(using MSE) all the successive frames 𝐹௜ and 𝐹௜ାଵ 
in a given video and computed 𝑚 െ 1 MSEs, where 
𝑚 is the count of frames in the given video). These 
𝑚 െ 1 MSEs have been used to compute the 
dynamic thresholds, 𝑀𝑆𝐸௛௜௚௛ and 𝑀𝑆𝐸௚௟௢௕௔௟. 
Values of these thresholds are computed 
dynamically for individual videos and are defined 
as follows: 

(a) 𝑀𝑆𝐸௚௟௢௕௔௟: It is one of the dynamic 
thresholds (we call this threshold as the global 
MSE) and computed (Equation 2) as the average of 
all MSEs between each successive frames (𝐹௜ and 
𝐹௜ାଵ) in a given video. 

 

𝑀𝑆𝐸௚௟௢௕௔௟ ൌ
∑ ஽ሺ௜ሻ೘షభ

೔సభ

௠ିଵ
          (2) 

 
where, 𝑚 is the count of frames in the 

given video and 𝐷ሺ𝑖ሻ is the vector which stores the 
values of 𝑚 െ 1 MSEs (here, each MSE is 
computed by comparing 𝑖௧௛ and ሺ𝑖 ൅ 1ሻ௧௛ frames in 
the given video). 

(b) 𝑀𝑆𝐸௛௜௚௛: It is another dynamic 
threshold and computed (Equation 3) as the average 
of all MSEs between each successive frames (𝐹௜ 
and 𝐹௜ାଵ) which are greater than or equal to the 
global MSE (𝑀𝑆𝐸௚௟௢௕௔௟). 

 

𝑀𝑆𝐸௛௜௚௛ ൌ ቀ 
∑   ஽ሺ௜ሻ೘షభ

೔సభ

௧
 ቁ                  (3) 

 
𝑖𝑓 𝐷ሺ𝑖ሻ  ൒  𝑀𝑆𝐸௚௟௢௕௔௟ 

 
where, 𝑚 is the count of frames in the 

given video; 𝐷ሺ𝑖ሻ is a vector which stores the 
values of 𝑚 െ 1 MSEs (here, each MSE is 
computed by comparing 𝑖௧௛ and ሺ𝑖 ൅ 1ሻ௧௛ frames in 
the given video); and 𝑡 is the count of such MSEs 
between 𝑖௧௛ and ሺ𝑖 ൅ 1ሻ௧௛ frames which are greater 
than or equal to 𝑀𝑆𝐸௚௟௢௕௔௟. 

These static and dynamic thresholds have 
been used in the schemes 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 and 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 to find the abrupt change of 
scenes in a video. Both schemes are almost same 
but some of the steps of the scheme 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 are not performed in the scheme, 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2. Both schemes have been jointly 
presented in Figure 3 and discussed subsequently. 

Following are the broader steps of both the 
schemes presented in Figure 3: (1) computation of 
the MSEs by comparing successive frames (𝐹௜ and 

𝐹௜ାଵ), (2) computation of the dynamic thresholds, 
𝑀𝑆𝐸௛௜௚௛ and 𝑀𝑆𝐸௚௟௢௕௔௟ using Equation 2 and 
Equation 3, and (3) selection and rejection of the 
successive frames to be considered as the 
possibility of the abrupt scene change. The third 
step is done in iterations where selection and 
rejection have been decided with static and dynamic 
thresholds. Here, we re-examined those successive 
frames whose differences (computed using MSE) 
are lying at the boundaries (lower and higher, tuned 
using margin parameter or variable) of the dynamic 
threshold, 𝑀𝑆𝐸௛௜௚௛. 

In these schemes, we rejected (definite 
rejection) all such successive frames (𝐹௜ and 𝐹௜ାଵ) 
and did not consider as the possibility of the abrupt 
scene change (between 𝐹௜ and 𝐹௜ାଵ) whose 
differences (computed using MSE) are lesser than 
the dynamic threshold, 𝑀𝑆𝐸௚௟௢௕௔௟. We also rejected 
(did not consider as the possibility of the abrupt 
scene change) all such successive frames (𝐹௜ and 
𝐹௜ାଵ) whose differences (computed using MSE) are 
lesser than 𝑚ଵ ൈ  𝑀𝑆𝐸௛௜௚௛ (where 𝑚ଵ is a margin 
parameter (𝑚ଵ ൏ 1) and needed to be tuned). 

We considered those successive frames (𝐹௜ 
and 𝐹௜ାଵ) as probable candidates to be re-examined 
for the abrupt scene change (between 𝐹௜ and 𝐹௜ାଵ) 
whose differences are in the range between 𝑚ଵ ൈ
 𝑀𝑆𝐸௛௜௚௛ and 𝑀𝑆𝐸௛௜௚௛, where, 𝑚ଵ ൏ 1 is a margin 
parameter and to be tuned by the user. We also 
considered those successive frames (𝐹௜ and 𝐹௜ାଵ) as 
probable candidates to be re-examined for the 
abrupt scene change (between 𝐹௜ and 𝐹௜ାଵ) whose 
differences are in the range between 𝑀𝑆𝐸௛௜௚௛and 
𝑚ଶ ൈ  𝑀𝑆𝐸௛௜௚௛, where, 𝑚ଶ ൐ 1 is a margin 
parameter and to be tuned by the user. In other 
words, we re-examined those successive frames 
which are lying at the boundaries (lower and upper 
boundaries using margin parameters 𝑚ଵ and 𝑚ଶ 
respectively) of the threshold, 𝑀𝑆𝐸௛௜௚௛. 

While re-examining the successive frames 
whose differences (computed using MSE) are lying 
at the lower and upper boundaries of the threshold 
𝑀𝑆𝐸௛௜௚௛, we included those successive frames (𝐹௜ 
and 𝐹௜ାଵ) as the probable candidate for abrupt scene 
change, where the ratio between count of displaced 
8 ൈ 8 blocks between 𝐹௜ and 𝐹௜ାଵ and count of total 
blocks in the video frame 𝐹௜ is greater than or equal 
to the static threshold 𝐷𝐼𝑆𝑃ௗ௜௙௙. If, we found any 
such successive frame, then we increased the value 
of a variable 𝑡𝑒𝑚𝑝 by 1, where 𝑡𝑒𝑚𝑝 was initially 
initialized to 0. Considering the successive frames 
whose differences (computed using MSE) are more 
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than 𝑚ଶ ൈ 𝑀𝑆𝐸௛௜௚௛ have been further re-examined 
in the scheme, 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1. Here, we 
rejected such successive frames (𝐹௜ and 𝐹௜ାଵ) as the 
probable candidate for abrupt scene change, where 
the ratio between count of displaced 8 ൈ 8 blocks 
between 𝐹௜ and 𝐹௜ାଵ and count of total blocks in the 
video frame 𝐹௜ is less than or equal to 𝐷𝐼𝑆𝑃௚௥௔ௗ௨௔௟. 
To reduce the computational time, we did not 
perform this step in the scheme, 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2. 

As shown in Figure 3, if 𝑡𝑒𝑚𝑝 ൒ 1, then 
in both the schemes (𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 and 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2) we reported the abrupt scene 
change in all the successive frames which were 
earlier identified as the probable candidates for 
abrupt scene change. Otherwise, in the scheme, 

𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1, we repeated the process by 
making 𝑀𝑆𝐸௚௟௢௕௔௟ as 𝑀𝑆𝐸௛௜௚௛ and recomputed the 
𝑀𝑆𝐸௛௜௚௛ for the newly computed 𝑀𝑆𝐸௚௟௢௕௔௟. We 
repeated these steps until 𝑡𝑒𝑚𝑝 ൒ 1 or there is no 
such successive frames left in the video, where the 
MSE between those frames are greater than 
𝑀𝑆𝐸௚௟௢௕௔௟. 

Hence, in the scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1, 
we kept on dynamically changing the thresholds 
𝑀𝑆𝐸௚௟௢௕௔௟ and 𝑀𝑆𝐸௛௜௚௛ depending on the actual 
count of abrupt changes in a given video. If, there is 
no such abrupt change of scene in the given video, 
then the thresholds 𝑀𝑆𝐸௚௟௢௕௔௟ as 𝑀𝑆𝐸௛௜௚௛ will keep 
on changing till all successive frames having MSE 
in the described range have been explored. 

 
 

𝐀𝐥𝐠𝐨𝐫𝐢𝐭𝐡𝐦𝐬: 𝑺𝒄𝒆𝒏𝒆𝑪𝒉𝒂𝒏𝒈𝒆_𝑺𝟏ሺ𝐕ሻ and 𝑺𝒄𝒆𝒏𝒆𝑪𝒉𝒂𝒏𝒈𝒆_𝑺𝟐ሺ𝐕ሻ        

𝑚                                          {Count of frames in video, 𝐕} 
𝑐𝑜𝑢𝑛𝑡                       {A variable: stores the count of scenes in video, 𝐕} 
𝐷ሾ1 . . 𝑚 െ 1ሿ                           {A vector: stores the MSE between successive frames in 𝐕}
𝑚𝑎𝑟𝑘ሾ1 . . 𝑚 െ 1ሿ                          {A vector: stores Boolean value} 
𝑏𝑙𝑘𝐶𝑜𝑢𝑛𝑡                                           {It is the count of 8 ൈ 8 blocks in a frame of video, 𝐕} 

begin 

initialize 𝑐𝑜𝑢𝑛𝑡 ← 0, 𝑖 ← 1, 𝑡𝑒𝑚𝑝 ← 0, 𝑡 ← 0,  𝑣𝑎𝑟 ← 0 
for 𝑖 ← 1 to 𝑚 െ 1   do 

𝐷ሾ𝑖ሿ ൌ 𝑀𝑆𝐸൫Vሺ𝑖ሻ, Vሺ𝑖 ൅ 1ሻ൯             { 𝑀𝑆𝐸 returns the MSE between 𝑖𝑡ℎ  and 𝑖 ൅ 1𝑡ℎ  frames} 

          𝑣𝑎𝑟 ← 𝑣𝑎𝑟 ൅ 𝐷ሾ𝑖ሿ 
     end for 
     𝑀𝑆𝐸𝑔𝑙𝑜𝑏𝑎𝑙 ൌ 𝑣𝑎𝑟 ሺ𝑚 െ 1ሻ⁄              

    {𝑀𝑆𝐸𝑔𝑙𝑜𝑏𝑎𝑙  is computed as the average 𝑀𝑆𝐸 of all the successive frames in a video} 

    LABEL 1              {A label to repeat the steps} 

     𝑣𝑎𝑟 ← 0 
     for 𝑖 ← 1 to 𝑚 െ 1   do 
          if 𝐷ሾ𝑖ሿ ൒ 𝑀𝑆𝐸𝑔𝑙𝑜𝑏𝑎𝑙   then            { 𝑀𝑆𝐸 of successive frames is checked with global 𝑀𝑆𝐸 } 

 𝑣𝑎𝑟 ← 𝑣𝑎𝑟 ൅ 𝐷ሾ𝑖ሿ, 
    𝑡 ← 𝑡 ൅ 1 
end if 

     end for 
     𝑀𝑆𝐸ℎ𝑖𝑔ℎ ൌ 𝑣𝑎𝑟 𝑡⁄       

    {𝑀𝑆𝐸ℎ𝑖𝑔ℎ  is computed as average 𝑀𝑆𝐸 of such successive frames for which 𝑀𝑆𝐸 ൒  𝑀𝑆𝐸𝑔𝑙𝑜𝑏𝑎𝑙 } 

     for 𝑖 ← 1 to 𝑚 െ 1   do                    
 𝑚𝑎𝑟𝑘ሾ𝑖ሿ ← 0 
     end for 
     𝑡𝑒𝑚𝑝 ← 0 

contd..
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     for 𝑖 ← 1 to 𝑚 െ 1   do 
 𝑝1  ← 𝑚1 ൈ  𝑀𝑆𝐸ℎ𝑖𝑔ℎ ,   

              𝑝2  ← 𝑚2 ൈ  𝑀𝑆𝐸ℎ𝑖𝑔ℎ            

              {𝑚1 ൏ 1 and 𝑚2 ൐ 1 are the margins and need to be tuned} 
 if 𝐷ሾ𝑖ሿ ൒ 𝑝1 𝑎𝑛𝑑 𝐷ሾ𝑖ሿ ൏ 𝑀𝑆𝐸ℎ𝑖𝑔ℎ    then 

                    if 𝑏𝑙𝑘𝐷𝑖𝑠𝑝൫Vሺ𝑖ሻ, Vሺ𝑖 ൅ 1ሻ൯/ 𝑏𝑙𝑘𝐶𝑜𝑢𝑛𝑡 ൒ 𝐷𝐼𝑆𝑃𝑑𝑖𝑓𝑓   then 

  𝑚𝑎𝑟𝑘ሾ𝑖ሿ ← 1,   
                   𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 ൅ 1,   
                   𝑡𝑒𝑚𝑝 ← 𝑡𝑒𝑚𝑝 ൅ 1 
      end if 
 end if 

if 𝐷ሾ𝑖ሿ ൑ 𝑝2 𝑎𝑛𝑑 𝐷ሾ𝑖ሿ ൐ 𝑀𝑆𝐸ℎ𝑖𝑔ℎ   then 

  if 𝑏𝑙𝑘𝐷𝑖𝑠𝑝൫Vሺ𝑖ሻ, Vሺ𝑖 ൅ 1ሻ൯/𝑏𝑙𝑘𝐶𝑜𝑢𝑛𝑡 ൑ 𝐷𝐼𝑆𝑃𝑑𝑖𝑓𝑓   then 

   continue the loop                    
else 
            𝑚𝑎𝑟𝑘ሾ𝑖ሿ ← 1,   
                             𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 ൅ 1,  
                             𝑡𝑒𝑚𝑝 ← 𝑡𝑒𝑚𝑝 ൅ 1 
  end if 
 end if 
if 𝐷ሾ𝑖ሿ ൐ 𝑝2   then 

  if 𝑏𝑙𝑘𝐷𝑖𝑠𝑝൫Vሺ𝑖ሻ, Vሺ𝑖 ൅ 1ሻ൯/𝑏𝑙𝑘𝐶𝑜𝑢𝑛𝑡 ൑ 𝐷𝐼𝑆𝑃𝑔𝑟𝑎𝑑𝑢𝑎𝑙   then  continue the loop 

  {This comparison is not performed in the scheme, 𝑺𝒄𝒆𝒏𝒆𝑪𝒉𝒂𝒏𝒈𝒆_𝑺𝟐} 

  𝑚𝑎𝑟𝑘ሾ𝑖ሿ ← 1, 
                  𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 ൅ 1 
end if 

     end for 
     if 𝑡𝑒𝑚𝑝 ൏ 1 
 𝑀𝑆𝐸𝑔𝑙𝑜𝑏𝑎𝑙 ← 𝑀𝑆𝐸ℎ𝑖𝑔ℎ ,   

 𝑡 ← 0,   
 𝑐𝑜𝑢𝑛𝑡 ← 0 
               go to LABEL 1          {Scheme, 𝑺𝒄𝒆𝒏𝒆𝑪𝒉𝒂𝒏𝒈𝒆_𝑺𝟐 does not repeat this step} 
     end if 
     𝑡 ← 1 
     for 𝑖 ← 1 to 𝑚 െ 1   do 
 if  𝑚𝑎𝑟𝑘ሾ𝑖ሿ ൌ 1    then 
  𝑆𝐶ℎ𝑎𝑛𝑔𝑒ሾ𝑡ሿ ← 𝑖     { 𝑆𝐶ℎ𝑎𝑛𝑔𝑒 is a vector of length 𝑐𝑜𝑢𝑛𝑡 ൅ 1 and stores the frame 
  𝑡 ← 𝑡 ൅ 1   indices of such frames in 𝐕 after which abrupt change is detected}
              end if 
      end for 
      𝑆𝐶ℎ𝑎𝑛𝑔𝑒ሾ𝑡ሿ ← 𝑐𝑜𝑢𝑛𝑡 ൅ 1             {Last field of 𝑆𝐶ℎ𝑎𝑛𝑔𝑒 stores the count of scenes in video, 𝐕} 
      return 𝑺𝑪𝒉𝒂𝒏𝒈𝒆 
end            {End of scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1}   

 
Figure 3: Proposed schemes 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 and 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 to detect the abrupt change of scene 
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However, to reduce the computational 
time, we did not perform the step to repeat the 
process of re-computation of the dynamic 
thresholds 𝑀𝑆𝐸௚௟௢௕௔௟ and 𝑀𝑆𝐸௛௜௚௛ in the scheme, 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 and reported the abrupt scene 
change in all the successive frames which were 
earlier identified as the probable candidates for 
abrupt scene change. In other words, 𝑀𝑆𝐸௚௟௢௕௔௟ and 
𝑀𝑆𝐸௛௜௚௛ have been computed once and accordingly 
we decided whether there is abrupt scene change in 
the successive frames or not. Certainly, the applied 
less efforts (compared with the scheme, 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1) due to non inclusion of some of 
the steps will reduce the required computation time, 
but may wrongly detect or wrongly reject some of 
the successive frames having abrupt scene change. 
 
4. EXPERIMENTAL ANALYSIS 

 
Based on conducted experiments, this 

section presents the analysis of the performance of 
the schemes presented in previous section along 
with the experimental details. 

Experiments have been conducted using 
50 self captured videos. Frames in each video are of 
the size 352 ൈ 288 pixels (i.e. cif video). We 
manually counted the number of scenes (i.e. the 
abrupt change of scene between two successive 
frames) in these videos. Table 1 consolidates the 
number of scenes in these videos. These videos are 
of duration 1 to 10 minutes and having abrupt 
change of scene ranging between 9 and 74. 

Table 1: Briefing of abrupt change of scene in each video 

Video # Corresponding count of abrupt 
change of scene 

 1 to 10 28, 62, 49, 32, 42, 31, 16, 46, 27, 31 

11 to 20 20, 41, 23, 9, 58, 47, 21, 23, 26, 35 

21 to 30 31, 49, 36, 52, 59, 71, 47, 43, 56, 39 

31 to 40 67, 53, 61, 41, 34, 33, 38, 59, 69, 73 

41 to 50 55, 53, 41, 23, 66, 56, 74, 72, 63, 26 

 
Out of 50 videos, some videos have 

gradually changing scenes before an abrupt change 
of scene between consecutive frames encountered; 
some of them are with fast moving objects whereas, 
some of them are with least object motion before 
the abrupt scene change encountered. 

We conducted experiments to identify all 
the abrupt change of scene (using both the schemes 
presented in previous section) in each of the 50 
videos detailed earlier. 

Performance of the proposed schemes,  
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 and 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 have 
been evaluated according to correctly identified 
abrupt change of scenes, along with incorrectly 
identified abrupt change of scene and incorrectly 
rejected abrupt change of scene. Based on the 
experimental observations, Figure 4 presents the 
plot between 

Actual – Actual represents the actual 
count of abrupt change of scenes in each video. We 
manually counted it for each of the 50 videos. 

True Positive (TP) – It represents the 
count of correctly detected abrupt change of scenes 
in a video. 

False Positive (FP) – It represents the 
count of incorrectly detected abrupt change of 
scenes in a video. Manually we observed that there 
is no abrupt change of scene between any two 
consecutive frames under consideration in a video, 
but the proposed scheme incorrectly identified the 
abrupt change between those consecutive frames 
under consideration, i.e. single scene between 𝑖௧௛ 
frame and ሺ𝑖 ൅ 𝑗ሻ௧௛ frame of the video is wrongly 
identified as two or more scenes. 

False Negative (FN) – It represents the 
count of incorrectly rejected abrupt change of scene 
in a video. 

As seen from Figure 4, proposed scheme 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 detected all the abrupt change of 
scenes (9 such abrupt change of scenes are there in 
this video ) in the video #9, whereas, it could not 
detect one abrupt change of scene in video #1, #4, 
and #7 out of 28, 32, and 16 abrupt change of 
scenes respectively. The scheme performed worst 
with video #34, where 33 abrupt change of scene 
out of 41 were detected as abrupt scene change. 

Apart from successful identification of 
scene change, the scheme shows tolerable 
percentage of false positive, FP (i.e. incorrectly 
detected abrupt change of scene), best with video 
#1, #7, #9, etc. where, not a single scene has been 
incorrectly detected as abrupt scene change, 
whereas, the worst is with video #33, where 6 out 
of 61 scenes has been incorrectly detected as abrupt 
scene change. 

In all, the rate of true positive (a ratio 
between true positive (TP) and the total count 
(actual count) of abrupt change of scene in a video) 
for all the 50 videos is between 80% and 100% with 
the average (of all the 50 videos) rate of true 
positive as around 89%. 
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Figure 4: Performance of the proposed scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 to detect the abrupt change of scenes in a video 
 

Similarly, Figure 5 plots the performance 
(Actual, TP, FP, and FN) observed with the 
proposed scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 to detect the 
scenes in the given videos (50 videos). 

As observed from Figure 5, proposed 
scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 showed the rate of true 
positive for all the 50 videos  in between 74% and 
93% with the average (of all the 50 videos) rate of 
true positive as around 84%. 

Besides the rate of true positive, 
performance of both the proposed schemes have 
also been evaluated using recall and precision 
parameters as follows: 

Recall – It is computed as the ratio 
between count of correctly detected abrupt change 
of scenes in a video and count of total abrupt 
change of scenes in that video. 

Precision: It is computed as the ratio 
between count of correctly detected abrupt change 
of scenes in a video and count of total abrupt 
change of scenes detected by the proposed scheme 
in that video. 

The recall rate achieved by the proposed 
scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 for all the 50 videos is 
between 80% and 100% with the average (of all the 
50 videos) recall rate as around 89%. 

Further, the precision rate achieved by the 
proposed scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 for all the 50 
videos is between 90% and 100% with the average 
(of all the 50 videos) precision rate as around 96%. 

The recall rate achieved by the proposed 
scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 for all the 50 videos is 
between 74% and 93% with the average (of all the 
50 videos) recall rate as around 84%. Further, the 
precision rate achieved by the proposed scheme 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 for all the 50 videos is between 
84% and 100% with the average (of all the 50 
videos) precision rate as around 92%. 

Based on the discussed experimental 
analysis, performance of the proposed scheme 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 in terms of achieved accuracy 
(TP, FP, F,N, recall and precision) is better than 
performance of the proposed scheme 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2. However, better accuracy is 
achieved at cost of the required computational time 
which is significantly more than the time required 
by the proposed scheme, 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2. 

Comparative Analysis: As discussed in 
Section 1, splitting the videos into different scenes 
is the necessary requirement in many applications, 
resulting into development of several schemes by 
the research community to detect the abrupt scene 
change. These schemes [5][7][9-10][14][15] had 
been developed to fulfil different requirements, viz. 
efficient detection (i.e. schemes which detect the 
scene change in lesser time), accurate detection (i.e. 
schemes which accurately detect the scene change). 
Some of the schemes discussed in Section 1 had 
been developed around the feature histogram and 
efficiently identify the abrupt scene change in 
videos; however, accurate detection of abrupt scene 
change using these schemes is debateable.
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Figure 4: Performance of the proposed scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2 to detect the abrupt change of scenes in a video 

 
Comparing to these schemes, the schemes 

proposed in this paper fulfil both requirements 
simultaneously. Requirement of lesser 
computational time is fulfilled in the scheme, 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2, whereas, requirement of 
accurate detection is fulfilled in the scheme, 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1. 
 
5. CONCLUSION 
 

In this paper, we proposed schemes to 
detect the abrupt scene change in a given video. 
The proposed schemes used static and dynamic 
thresholds defined over the features MSE and 
DISP. Performance of the proposed schemes have 
been analyzed over 50 self captured videos. The 
true positive to identify the abrupt scene change is 
observed between 80% and 100% using the 
scheme, 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1, whereas, it is observed 
between 74% and 93% using the scheme 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2. 

Achieved accuracy by the scheme, 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1 is better than the scheme, 
𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2, but it is at the cost of required 
processing time. Similar observations have been 
made in terms of the precision rate (average 
precision rate is observed around 96% for the 
scheme, 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1, whereas it is around 
92% for the scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2) and recall 
rate (average recall rate is observed around 89% for 
the scheme, 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆1, whereas it is around 
84% for the scheme 𝑆𝑐𝑒𝑛𝑒𝐶ℎ𝑎𝑛𝑔𝑒_𝑆2). 
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