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ABSTRACT 
 

The general problem of soft-decision decoding a linear code is a NP-complete problem. This article 
introduces a soft-decision decoding algorithm, the first of its kind, based on memetic algorithm. The new 
approach is applicable to the more general case of linear codes; binary or nonbinary codes and cyclic and 
noncyclic codes where the only known structure is given by the generator matrix. The proposed algorithm 
used in each generation, two individuals selected randomly; the uniform crossing that exploits information 
specific to the communication system; a mutation that simply involves altering one or more genes in an 
individual and a local search (LS) that makes a descent by glorifying the created individual. The proposed 
decoder is simulated in an AWGN channel and enhanced through a parameter tuning process. In other side 
the simulation results generally show that our decoder is more efficient in terms of bit error rate compared 
to competitors' decoding algorithms. The analytical complexity of the proposed decoder is also presented 
and compared to other decoders. 

Keywords: Error Correcting Codes, Soft Decision Decoding, Linear Codes, Memetic Algorithms, 
Metaheuristics 

 
1. INTRODUCTION  
 

Reliable transmission of information from 
a source to a destination is an open problem in a 
communication system. In general, the 
communication system consists of the elements 
shown in the figure 1. The data source can be 
analog or digital; source encoding is used to reduce 
redundancy in information from the source; channel 
encoder consists of adding redundancy to the 
transmitted information to protect it against noise 
and disturbances introduced into the channel. The 
modulator adapts the coded sequence to the 
physical channel which represents the link between 
the transmitter and the receiver. At the reception, 
the inverse operations are carried out in order to 
best restore the transmitted signal. The purpose of 
the channel decoder is to correct errors remaining in 
the received message. The error correcting codes 
have been introduced to correct transmission errors 
or when the data undergo alterations on the storage 
media. Linear codes can be divided into two main 
classes: block codes and convolutional codes. 
Decoding techniques can also be divided in two 

categories, namely: hard decision and soft decision. 
Hard decision processes severely quantized data: 
the decoder only has symbols with values in Fq. 
Soft decision takes into account an additional 
indication of the likelihood or reliability of each of 
the received symbols [1]. This information is 
available at the demodulator output. In AWGN 
channels, the coding gain between Soft-decision 
decoding and Hard-decision decoding is about 2 dB 
[2]. Soft-decision decoding is an NP-Complete 
problem [3] approached by several methods. The 
first solutions were based on algebraic and 
probabilistic methods, for example Generalized 
Minimum Distance Decoding (GMD) [4], the 
Chase-2 algorithm [5], Hartmann Rudolph's 
algorithm [6] and the OSD [7] for block codes. In 
the last few decades, metaheuristics approaches 
were proposed to solve this problem. These 
techniques show very interesting performances. For 
example, the decoding of linear block codes using 
algorithm A* [8], genetic algorithms (GA) [9], [10], 
[11] and [12], compact genetic algorithm [13], [14] 
and [15] and neural networks [16], [17]. In this 
paper, we introduce a novel decoder based on 
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memetic algorithms named Memetic Algorithm for 
Soft Decision Decoding (MADEC). This decoder 
can be applied to any arbitrary linear code. In order 
to show the effectiveness of this decoder, we 
applied it on some binary, non-binary, cyclic and 
non-cyclic codes. The remainder of the paper is 
organized as follows. Firstly, Section 2 expresses 
soft-decision decoding as a combinatorial 
optimization problem. Secondly, Section 3 
introduces the memetic algorithm. Thirdly, in 
Section 4, the algorithm proposed MADEC is 
described. The results of the simulation are offered 
and discussed in Section 5. Finally, Section 6 
presents the conclusion and future trends.  

 

Figure 1: A simplified model communication system 

2. SOFT DECISION DECODING AS AN 
OPTIMISATION PROBLEM 

 

Let F2 be the binary field, and note C(n,k,d) a 
linear code of length n, dimension k and 
minimum distance d, we note also t the error 
correcting capability of C. This code can be 
represented by a k×n matrix G over F2 called 
generator matrix, a message m can be then 
encoded as follows:  

                      c=mG 
In other side, we define a parity check (n-k) 

×n matrix noted H which satisfies: 
                     HGT=0 
Then we define for every vector 	ݔ	 ∈ ଶܨ

௡  a 
syndrome  ܵሺݔሻ : 

ሺ࢞ሻࡿ ൌ  						ࢀࡴ࢞
If the codeword ݔ contains no error then the 

syndrome ܵሺݔሻ is zero. 
 In our study, the source generates a message 

m which is encoded to a codeword	ܿ ൌ
ሺܿଵ, ܿଶ, … , ܿ௡ሻ using the generator matrix 
encoding, then BPSK-modulated to a signal	ݑ ൌ
ሺݑଵ, …,ଶݑ ,  :௡ሻ whereݑ

࢏࢛		 ൌ ૛࢏ࢉ െ ૚																																																 
 This signal is sent over a Gaussian channel, 

perturbed by an AWG noise which is modeled by 
a random n-vector	݊ ൌ ሺ݊ଵ, ݊ଶ, … , ݊௡ሻ, with iid 
components given by ݊௜~N (0, N0 /2). In the 
receiver side the received signal is ݎ ൌ
ሺݎଵ, ,ଶݎ … ,  ௡ሻ such that r=u+n. The likelihoodݎ
probability is given by: 

࢛/࢘ࢌ ൌ
૚

ሺ࣊ࡺ૙ሻ࢔/૛
ܠ܍ ܘ ቀ∑

ିሺ࢘࢏࢛ି࢏ሻ૛

૙ࡺ

࢔
ୀ૚࢏ ቁ             

Clearly MLD can be formally expressed as an 
optimization problem as follows: 

Given a received word r, what is the 
codeword ܿ ∈ ∁  which maximizes the likelihood 
probability  ௥݂/௨ ? 

ࢉ/	࢛/࢘ࢌሼ࢞ࢇ࢓ ∈ ∁ሽ ↔ ࢏෍ሺ࢘	ሼ	ܖܑܕ	 െ ሻ૛࢏࢛
࢔

ୀ૚࢏

ࢉ/ ∈ ∁ሽ 

Consequently, this problem is reduced to 
finding the minimum euclidean distance to the 
received word ݎ overall codewords  ܿ ∈  this , ܥ
optimization has n variables out of which only k 
form a generator base, hence we could restrict 
search space to k variables, in preference we 
select the most k independent reliable bits, this 
will initialize the search closer to the global 
optimum. 
 

3. MEMETIC ALGORITHMS 

The concept of memetic algorithms is 
credited to Moscato [18]. Memetic algorithms are 
part of the family of evolutionary algorithms. Their 
goal is to obtain an approximate solution to an 
optimization problem, when there is no resolution 
method to solve the problem accurately in a 
reasonable time. Memetic algorithms are born from 
hybridization between genetic algorithms (GA) and 
local search algorithms (LS). They use the same 
resolution process as genetic algorithms but use a 
local search operator after the mutation one. The 
interest of this class of algorithm is the contribution 
of the diversification of the genetic part 
accompanied by the intensification of local 
research. The local search method used in a 
memetic algorithm is not unique; one can use a 
simple local search method such as descent 
methods. All these methods revolve around a 
simple principle. From an existing solution, search 
a solution in the neighborhood and accept this 
solution if it improves the current solution. 
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4. MADEC ALGORITHM 

 
Let C denote a (n,k,d) binary linear block 

code of generator matrix G, and let (ri)1<=i<=n be the 
received sequence over a communication channel 

with noise σଶ ൌ
୒బ
ଶ

  where N଴ is noise power 

spectral density. 
Let Ni, Ne, Ng and LNi denote respectively 

the population size, the number of elite members, 
the number of generations and the number of 
generations of local search. Let pc and pm be the 
crossover and the mutation rates.  
 
4.1 Decoding Algorithm 
The proposed decoding is depicted on figure 2. The 
steps of the decoder are as follows:  
 

 

Figure 2: Basic structure of MADEC 

The steps of the decoder are as follows: 
 Step 1. Sorting the sequence r in descending 

order (r’=π(r)), such that the first k columns of 
the generator matrix G’=π(G) are linearly 
independent. 

 Step 2. Generate an initial population of Ni 
binary vectors of k bits: 

 Substep 2.1. The first member, I1, of this 
population is a hard decision of r’. 

 Substep 2.2. The other Ni-1 members, 
ሺI୨ሻଵஸ୨ஸ୒౟  are uniformly random generated. 

 Step 3. For i from 1 to Ng 
 Substep 3.1 Compute the fitness of each 

individual in the population. 
An individual is a set of k bits. The fitness function 
is the squared euclidean distance between the 
permuted received word and the encoded individual 
such that: 

    '

1

2' IGcwherercIf
n

i
ii 

  
 Substep 3.2. The best (elite) Ne members of 

this generation are inserted in the next one. 
 Substep 3.3. The other Ni - Ne  members of the 

next generation are generated as follows: 
 Sub-substep 3.3.1. Selection operation: a 

selection operation that uses the random 
method is applied in order to identify the 

parents ሺIᇱሺଵሻ, Iᇱሺଶሻሻ on which the reproduction 
operators are applied.  

 Sub-substep 3.3.2. Crossover operator: Create 
a new vector I′୨ ”child” of k bits. Let Rand1 be 
a uniformly random value between 0 and 1 
generated at each occurrence. The crossover 
operator is defined as follows: 

 If Rand1 < Pc, then the ith bit of child  
ሺI′୨ሻ୒౛ାଵஸ୨ஸ୒౟	1 ൑ i ൑ k   is given by: 
 

     

   

 


















otherwiseI

pRandifI
otherwise

IIifI

I

i
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i
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2
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1'

2'11
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'

''



 
Where  
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Note that if cpRand 1  

 

 






otherwiseI

RandifI
I j

2'

1'
' 5.0

 
 Sub-substep 3.3.4. Mutation operator: 
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If the crossover operation realized, the bits jiI ' are 

muted with the mutation rate mp : 
 

m
i pRandifII jiji 3

'' 1  

 Sub-substep 3.3.5 Local search : 
Repeat 
    Choose )(' IVI  such that )'(If  is 

minimal 
             'II   

until (counter > LNg) 
)(IV : set of binary strings at a distance 1 of x “we 

only change 1 bit” 
 Step 4. The decoder decision is

 bestII 1*   , where bestI is the best 

member from the last generation. 
Remark: 
In step 1 of the MADEC, in order to have a light 
algorithm we apply the Gaussian eliminations on 
the k independent columns corresponding to the 
most reliable positions, without the permutation π. 
This optimization is not used in other similar works 
[7], [9] and [13]. 
 
4.2 Complexity Analysis 

Table 1: Complexity of Chase-2, OSD-m, GADEC, 
AutDAG, CGAD, SDGA, Chana, DDGA and 

MADEC algorithms 

Algorithm Complexity 

Chase-2 )log2( 2 nnO t
 

OSD-m )( 1mnO  

GADEC )])log([( igi NknNNO 

DDGA )])log()([( igi NknkNNO   

AutDAG )( knNNO gi  

SDGA 
)]))log([(2( 2

igi
t NknknNNO 

 

CGAD ))(( knkTO c   

Chana dec )]))log([log(2( 1 knnnkO p   

MADEC )])log([( iggi NknLNNNO   

 
Let n be the code length, k be the code dimension, t 
be the error correction capability of a linear bloc 
code c, Ni be the population size which must be 
equal to the total number of individuals in the 
population, Ng be the number of generation and let 

LNg be the number of generation of local search. 
The Table 1 shows the complexity of the nine 
algorithms. The Chase-2 and SDGA [11] 
algorithms increase exponentially with t, while 
OSD and Chana [19] increase with m and p 
respectively where m is the order of OSD and p is 
the number of tests sequence. For DDGA [12], 
GADEC [9] and AutDAG [20] algorithms, the 
complexity is polynomial in k, n, Ni and Ng. For 
MADEC algorithm, the complexity is polynomial 
in k, n, Ni, Ng and LNg, making it less complex 
compared to other algorithms. For CGAD 
algorithm [15], the complexity is also polynomial 
in k, n and Tc where Tc presents the average number 
of generations. 
 
5. SIMULATION RESULTS AND 

DISCUSSIONS 

5.1 Parameter Tuning 
 

In order to tune the proposed algorithm, MADEC, 
we do intensive simulations. The simulations were 
made with default parameters outlined in Table 2. 
The performances are given in terms of BER (bit 
error rate) as a function of the concerned parameter. 

Table2: Default parameters 

Parameter Value 

pc (crossover rate) 0.97 

pm (mutation rate) 0.03 

Ng (generation number) 10 

Ni (population size) 
60 
 

LNg (generation Number of LS) 5 

Channel AWGN 

Modulation BPSK 

Minimum number of bit errors 200 

Minimum number of blocks 1000 

Code BCH(63,45,7) 

SNR 3dB 
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Figure 2: Evolution of BER with the parameter Ng 

We observe from the above figure, that the best 
performance is achieved when Ng=10, which is 
set later in our simulations. 

 

Figure 3: Evolution of BER with the parameter Ni 

From the figure 3, the BER is decreasing and 
reach the optimal value when Ni=60, then the 
performance degrade, hence it is useless to use 
big populations in order to increase efficiency. 

 

Figure 4: Evolution of BER with the parameter LNg 

The figure 4, the BER is decreasing, beyond 
LNg=5 there is no improvement. 

 

Figure 5: Evolution of BER with the parameter pc 

In the above figure, the BER function increases 
starting from pc=0.1, arriving at pc=0.5 it regresses, 
we estimate pc=0.97 as the most suitable value for 
this parameter. 
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Figure 6: Evolution of BER with the parameter pm 

The figure 6, shows that the MADEC 
performance go down as the mutation 
probability grows, this degradation becomes 
severe when pm =0.07. In any case we may take 
pm =0.03 as the best choice for this parameter. 

5.2 Comparison Of The Proposed Algorithm 
Versus Other Decoders 

 
In order to compare our proposed algorithm, 
MADEC, with its competitor, we do intensive 
simulations. The simulations where made with 
default parameters outlined in Table 2. The 
performances are given in terms of BER (bit error 
rate) as a function of SNR (Signal to Noise Ratio 
Eb/N0). 
 

 

Figure 7: Performances of Chase-2, OSD-1, GADEC and 
MADEC algorithms for BCH(63,51,5) code 

The figure 7 compares the performances of Chase-
2, OSD-1, GADEC and MADEC decoders for BCH 
(63,51,5) code. We notice the superiority of 
MADEC over Chase-2 and OSD-1 algorithms and 
comparable with GADEC algorithm for this code. 
In fact at 10-5 we gain about 1dB over Chase-2. 
Moreover MADEC reaches 6. 0 ൈ10-6 at SNR=5dB. 

 

Figure 8: Performances of cGA-HSP, cGA-M and 
MADEC algorithms for BCH(63,45,7) code 
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The figure 8 compares the performances of 
MADEC with the most up to date cGA-HSP and 
cGA-M decoders. We notice that our decoder 
exceeds widely its competitors in performance. 
This gap grows for low noise level. In fact at over 
the classical algorithm. In fact at 10-3, we gain 
about 0.75dB and at 10-4, we gain about 1dB over 
cGA-M. 

 

Figure 9: Performances of AutDAG, SDGA, Chana and 
MADEC 

The performance of SDGA, AutDAG, Chana and 
MADEC algorithms, for BCH(63,45,7) code, is 
shown in figure 9. From the later, we remark that 
our algorithm is better the other algorithms. In fact, 
at 10-5 we have a gain of 0.25dB over AutDAG, 
0.6dB compared to Chana decoder and 1db against 
SDGA. 

 
Figure 10: Performances of Chase-2, GADEC, DDGA, 

CGAD and MADEC algorithms for BCH(63,51,5) code 

The performance of MADEC is better than Chase-2 
and CGAD algorithms as shown in figure 5. 
According to this figure, we observed that MADEC 
is comparable to GADEC and DDGA algorithms. 
Besides, our decoder reaches 10-5 BER at 
SNR=5.5dB 

 

Figure 11: Performances of AutDAG, Chana Dec., OSD-
3 and MADEC algorithms for QR(71,36,11) code 
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The figure 11 compares the performance of 
MADEC with others decoders for QR(71,36,11) 
code. From this figure, we remark that MADEC is 
better than AutDAG, Chana algorithm and 
comparable to the OSD-3. 

 

Figure 12: Performances of SDGA, Chase-2, DDGA and 
MADEC algorithms for RS(15,7,9) code 

The performance of MADEC, DDGA, SDGA and 
Chase-2 algorithms, for RS(15,7,9) code, is shown 
in figure 12. From the later, we remark that our 
algorithm outperforms Chase-2 and SDGA by 2dB 
at 10-5.MADEC also outperforms DDGA by 0.6dB 
at 10-5. 

 

Figure 13: Performances of cGA-HSP, cGA-M, CGAD 
and MADEC algorithms for RS(15,7,9) code 

Simulations of the non-binary RS(15,7,9) , in 
figure 13, reveal the large decoding power of 
MADEC over the most recent decoders. In fact at 
10-4 we have a gain of 2dB over cGA-HSP, 2.5dB 
compared to cGA-M and 3dB against CGAD. In 
other hand for SNR=4.5 dB MADEC reach the 
BER 6. 0 ൈ10-6 
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Figure 14: Performances of SDGA and MADEC 
algorithms for RM(32,16,8) code 

The figure 14 presents the performances of 
MADEC and SDGA algorithms for RM(32,16,8) 
code. According to this figure, we remark that 
MADEC outperforms SDGA decoder by 0.65 dB at 
10-5. 

 

Figure 15: Performances of Sum-Product, GAMD and 
MADEC algorithms for LDPC(60,30) code 

 

The figure 15 compares the performances of Sum-
Product, GAMD [21] and MADEC for 
LDPC(60,30) code. We notice the superiority of 
MADEC over the others algorithms. In fact at 10-3 
we have about 1.25dB gain. Besides, our decoder 
reaches 2. 0 ൈ10-5 at SNR=5dB. 

6. CONCLUSION 

In this paper, we have proposed a novel and 
realistic application on memetic algorithms. We 
have presented efficient memetic algorithms for 
soft-decision decoding (MADEC), described this 
algorithm, simulated on some codes, then we 
focused on parameter tuning throw several 
experiments to find the most suitable parameters, 
later we demonstrated the superiority of this 
approach over other existing soft decision 
decoding. For example, the proposed algorithm 
gives large gains over the Chase-2 decoding 
algorithm and exceeds the performance of the 
OSD-3 for QR(71,36,11). In addition our MADEC 
decoder does not require algebraic decoding as is 
the case of the Chase-2 algorithm. The 
computational complexity of the proposed 
algorithm is also presented, compared with various 
decoding algorithms, and showed that it has 
polynomial complexity. 

The obtained results will open new horizons 
for the metaheuristics methods in the information 
theory. 
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