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ABSTRACT 
 

Indonesia's maritime area is twice the size of its archipelago, with an area of 5.9 million km2. Based on the 
United Nations Convention on the Law of Sea (UNCLOS 1982). Indonesia is also the second largest fish 
producing country in the world with fish catch of 6 million tons in 2014 based on the latest data from the 
Food and Agriculture Organization (FAO). The fish catching process requires the role of vessels suited to the 
existing water conditions, one of which has robust resilience to the state of the Indonesia sea. Thus, it is 
necessary to study the classification of aquatic types on Indonesian fishing vessels to determine the impact 
that will occur on the vessel. This research performs classification process using Naïve Bayes Classifier and 
Probabilistic Neural Network (PNN) algorithm. Accuracy result got in Naïve Bayes Classifier algorithm 
using RapidMiner tool is equal to 48%. While for PNN algorithm, experiment with three different spread 
values yield an accuracy of 68% for spread value 0.1, 78% accuracy for spread value 0.01 and the last 
experiment is the value of spread of 0.001 produce 100% accuracy. Therefore, in this study it is known the 
classification using PNN algorithm is better than Naïve Bayes Classifier. 

Keywords: Accuracy, Perairan, Fishing Vessel, Classification, Naïve Bayes Classifier, Probabilistic Neural  
    Network. 

 
1. INTRODUCTION  
 

Indonesia has great natural potential from the sea 
for national development, not only that the sea has 
many benefits for human life and other living things, 
because in the sea the wealth of natural resources are 
very abundant. This shows that Indonesia is the 
largest Maritime nation in the world. The existence 
of the Indonesian sea becomes very familiar in the 
midst of society and the sea is also the source of 
food, rich in animal protein and as a source of 
income for fishermen [1]. Potential fishing can be 
utilized through responsible exploitation by means 
of fishing vessels and fishing gear. Fishing vessels 
are ships, or boats used for fishing to support fishing 
operations, and fisheries research/exploration [6]. 
There are several types of fishing vessels in 
Indonesia such as motor boats, boats without motors 
and outboard motors [1]. Each vessel has special 

needs in every existing water, such as in the sea, the 
ship used has resistance to the waves and big winds. 
In addition, the sea water content has a high degree 
of salinity so that the occurrence of rust on the body 
of the ship made of metal can cause the decreasing 
of ship speed, decreasing the resistance of the ship 
so that the longer the ship will be quickly damaged 
[9]. If this is ignored then it will be bad for the safety 
of fishermen, from these issues, the types of ships 
and types of waters that affect the safety of 
fishermen need to be noted. To know the type of 
waters that will be sailed, required a method of data 
mining such as classification of ship characteristics 
based on the type of marine waters in Indonesia.  

Data mining is the process of finding unrelated 
data relationships o the users, and is presented in a 
way that is easily understood so that it can be a 
reference in decision making [7]. While 
Classification is a method used to define new data 



Journal of Theoretical and Applied Information Technology 
15th July 2018. Vol.96. No 13 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
4115 

 

records into categories which have been previously 
defined [8]. 

Research conducted by Rustiyan and Mustakim in 
2016 staed that classification of type of waters at 
Indonesian fishing vessel using K-Nearest Neighbor 
method with microsoft excel and training data of 436 
data and testing data of 50 data with valueof k = 1, k 
= 3, k = 5 and k = 7, the best accuracy value at k = 7 
is 94%. Suggestions from the research is to conduct 
research with other classification algorithms to 
compare results and reproduce more knowledge in 
Machine Learning [1].  

Two of the well-known algorithms often used in 
data mining classification are Backpropagation 
Neural Network and Naïve Bayesian Classifier 
(NBC) [9]. NBC is a statistical classification which 
can predict the probability of a class. NBC is based 
on the Bayes theorem which has similar 
classification capabilities to the Decision Tree and 
Neural Network. NBC proved to have a high 
accuracy and speed when applied into databases with 
large data [10]. Furthermore, Backpropagation 
algorithm is known to be very helpful in many 
applications because of its simplicity in the training 
process, but if applied to case examples that demand 
process speed, then it is less suitable since it will take 
a lot of time [11]. Probabilistic Neutral Network 
(PNN) solves the problem of prediction/ 
classification by considering each input in the input 
layer. The process undertaken by PNN can take 
place more quickly when compared with 
Backpropagation [12]. The advantage of the PNN 
algorithm is the ease with which the network is 
modified when used training data is added or 
reduced. Research using PNN has been widely used, 
one of them [21] on the diagnosis of internal faults 
of oil-induced power transformers based on PNN. In 
this study, comparisons were made using other 
algorithms such as backpropagation neural network, 
decision tree, bayes algorithm and fuzzy algorithm. 
Result of the research indicates that PNN get the 
highest accuracy position which reach 80%. Other 
research that is classification of data weight of infant 
using PNN and logistic regression, the accuracy of 
classification using spread value 0.2 to 1 yielded 
accuracy of 100% for training data while logistic 
regression method only reached 88.2% [12]. In this 
research, PNN method is better than logistic 
regression method. Therefore, in this research, 
developing the previous research to compare NBC 
and PNN Algorithm in classifying fishing vessels in 
Indonesian waters. 

The novelty of this study compared to previous 
research is on the process of data distribution by K-

Fold Cross Validation with the percentage of 70% 
and 30%. Previous experiment using random data, 
obtained a higher accuracy than the usual K-Fold 
Cross Validation technique. When further examined, 
both in terms of novelty and the application of 
comparison algorithms, the main contribution of this 
study is the refinement of previous studies which has 
small accuracy. Therefore, a K-Fold Cross 
Validation data-modification technique is required 
with the percentage distribution, which was 
attempted in this case. But do not rule out, the results 
of the experiment with a good accuracy, it all 
depends on the dataset used. 

 
2. LITERATUR REVIEW 
 
2.1. Data Mining 

Data mining is a process of data analysis in 
different angles and the end result becomes a useful 
information. Technically, data mining is the process 
of finding correlations among the many fields in 
large datasets [2]. Knowledge Discovery in Data 
(KDD) is an activity that includes the collection, use 
of historical data to find regularities, patterns or 
relationships in large data sets [3].  

In data mining, accuracy and error become major 
benchmarks in summarizing th results obtained from 
a series of experiments [33]. In addition to the 
accuracy of several classification algorithms such as 
Support Vector Machine (SVM), Artificial Neural 
Network (ANN), Probabilistic Neural Network 
(PNN) and Support Vector Regression are more 
likely to use error approaches such as Means 
Squared Error (MSE) as a reference for the 
successful performance of the algorithm [34]. 

 
2.2. Classification 

Classification is an act to look for images of class 
labels in such a way that can predict unknown class 
labels. Thus, the classification is usually used to 
predict unknown class labels. Classification 
implements several methods such as decision trees, 
Bayesian methods and induction rules. The 
classification process involves two steps. The first 
step is the learning step which involves the 
development of the model while the second step 
involves using the model to predict the class label 
[14]. The classification is identical to the training 
data and testing data, the most effective data divide 
using the clustering model [23]. 

 
2.3. Accuracy, Precision and Recall 

Accuracy is calculated as the number of predicted 
events divided positively by the total number of 
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events. Means accuracy is an accurate percentage of 
the class predictions among the total class [13]. 

 

	ݕܿܽݎݑܿܿܣ ൌ
݁ݒ݅ݐ݅ݏܲ	݁ݑݎܶ  ݁ݒ݅ݐܽ݃݁ܰ	݁ݑݎܶ

ܲ  ܰ
∗ 100% 1 

 
Precision is a precision that is really classified the 

class, therefore known as a positive predictive value 
[14]. 
 

	݊݅ݏ݅ܿ݁ݎܲ ൌ
݁ݒ݅ݐ݅ݏܲ	݁ݑݎܶ

݁ݒ݅ݐ݅ݏܲ	݁ݑݎܶ  ݁ݒ݅ݐ݅ݏܲ	݁ݏ݈ܽܨ
∗ 100% 2 

 
The most relevant level and part of a document 

[13]. 
 

ܴ݈݈݁ܿܽ	 ൌ
݁ݒ݅ݐ݅ݏܲ	݁ݑݎܶ

݁ݒ݅ݐ݅ݏܲ	݁ݑݎܶ  ݁ݒ݅ݐܽ݃݁ܰ	݁ݏ݈ܽܨ
∗ 100%  3 

 
2.4. Naïve Bayes Classifier 

Naïve Bayes algorithm is one algorithm in the 
classification technique. The Naïve Bayes Method is 
a probability and statistic referred to the British 
scientist Thomas Bayes, who predicted future 
opportunities based on previous experience known 
as Bayes Theorem [3]. Naïve Bayes is a simple 
probabilistic class that calculates a set of 
probabilities by summing the frequency and value 
combinations of the got dataset [4]. The steps of the 
Naïve Bayes method are as follows [3]: 

1. Read training data. 

2. Calculate the number and the probability, if a 
data of a numeric type then: 

a. Find the mean and standard deviation of 
each parameter. 

b. Determine the probabilistic value by 
calculating the appropriate amount of 
data from the same category divided by 
the amount of data in the category. 

3. Getting values in the standard deviation and 
probability tables [3]. 

Bayes's Theorem has the following general form 
of equation [5]: 

ܲሺܪ|ܺሻ ൌ 	
ܲሺܺ|ܪሻܲሺܪሻ

ܲሺܺሻ
 4 

Note: 
X  = Data with unknown class 
H  = The hypothesis of X data is a class 
P(H|X) = Probability of hypothesis H based on  

   condition X (posteriori prob.) 
P(H) = Probability of hypothesis H (prior prob.) 
P(X|H) = Probability of X under these conditions 
P(X)  = Probability of X [5] 

2.5. Artificial Neural Network 
Artificial Neural Network (ANN) is a different 

approach from other artificial Intelligence science 
methods. ANN is a model of intelligence inspired 
from the human brain structure that is implemented 
using computer programs and computer 
applications, which are able to complete a number of 
calculations during the learning process [24] [26]. 
Neural network is a learning machine that is formed 
of a number of simple processing elements called 
neurons or nodes. Each neuron is connected to other 
neurons with direct communication links through the 
pattern of relationships called network architecture 
[25] [28]. Some types or groups of ANN are 
Perceptron, Backpropagation, Learning Vector 
Quantization (LVQ), Self-Organizing Map (SOM) 
and Probabilistic Neural Network (PNN) 
(SOURCE). Of the various types of the ANN 
algorithm that has the fastest level of accuracy is 
PNN [29]. 
 
2.6. Probabilistic Neural Netwok 

The Probabilistic Neural Network (PNN) was first 
developed by Donald F. Specht in 1988 [15]. PNN is 
a method of artificial neural networks using the 
principle of statistical theory, Bayesian 
Classification to replace the heuristic principle used 
by the Backpropagation algorithm [16]. Probabilistic 
Neural Network is a method of a neural network that 
uses supervised training. Probabilistic artificial 
neural network belongs to the supervised learning 
because the expected outputs have been known and 
are models established by the estimation of 
probability functions [17]. The architecture of PNN 
comprises 4 layers, the input layer, pattern layer, 
summation layer and decision layer/output layer 
than shown below: 

 

Figure 1. PNN Architecture [18]. 
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2.7. K-Fold Cross Validation 
K-Fold Cross Validation is done to divide the 

data into parts of training set and test set. The 
essence of this validation is to divide the data 
randomly into the subset of the required part 
irregularly. K-Fold Cross Validation repeats K as 
much as N to divide a set randomly into a free subset 
K, each loop leaving a subset for testing and another 
subset for training [30]. The use of cross validation 
attempted more practice data than test data.  

The subset K is selected by one subset into test 
data and (k-1) is used as training data. However, in 
theory there is no definite benchmark for the value 
of K. The advantages of K-Fold Cross Validation 
compared with cross-validation variations such as 
Repeated random sub-sampling validation are all 
data used for test data and training data 
interchangeably [31]. Several studies related to data 
sharing are mostly done in this way. 
 
2.8. National Fishing Vessel 

Offshore fishing is a dangerous job in the world. 
The profession of seafaring fishing vessels has the 
characteristics of 3D work: dangerous, dirty and 
difficult (36). Accidents to fishing vessels are 
increasing every year. However, to this point there 
has been no standard regulation of vessels, 
manpower, endorsement and manning on fishing 
vessels [35]. Based on the results of research 
conducted by Suwardjo in 2010 stated that related to 
the characteristics of the work on fishing vessels are 
advised that the safety arrangements of the crew, the 
standards of fishing vessels, the manning, the 
working conditions on fishing vessels, education and 
training as well as the examination and certification 
are set apart [35]. 
 
 

3. RESEARCH METHODOLOGY 
 

The methodology used in this study has several 
important aspects in general such as Literature 
Review, Preprocessing, Data Distribution based on 
K-Fold Cross Validation, Trial and comparison 
accuracy of Naïve Bayes Classifier and Probabilistic 
Neural Network algorithm, and final stage is the 
process of Evaluation of the accuracy of both 
algorithms used. In detail can be shown in Figure 2 . 

 
The first stage was to conduct a literature study on 

the topic and the algorithm to be used. Further, data 
collection was done by using previous research data 
that is the number of fishing vessels from 2010 to 
2012 in the field of marine downloaded from 
data.go.id [32]. At the pre-processing stage, a 
transformation was performed using a numerical 
scale based on each attribute, then normalized with  

Min-max Normalization. Training data 
distribution and testing data were done after pre-
processing stage is completed, resulting in 327 
training data and testing data of 109 based on K-Fold 
Cross Validation. From the data distribution, then 
NBC and PNN algorithm will be implemented to 
know which algorithm better in classifying data. The 
K-Fold Cross Validation technique in this study will 
be modified into several sections in each K. For 
example K = 1 will be divided into 70% part of 
training data and 30% data testing. From the total K, 
part of the training and testing data will be combined 
based on the group. This technique was tested using 
highly efficient random data and has better accuracy 
than the usual K-Fold Cross Validation technique, 
with 2.5% difference. However, this technique has 
some disadvantages when applied using very large 
data, it requires many looping so that it affects the 
complexity of the algorithm.
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Figure 2. Research Methodology 
 

4. RESULT AND ANALYSIS 
 

Next is the analysis and results of classification 
using 2 algorithms, Naïve Bayes Classifier and 
Probabilistic Neural Network: 

 

4.1. Data Used 
The data used is data from the government site 

data.go.id in the field of marine. The distribution is 
327 of training data and 109 of testing data with 436 
data, same data based on previous research [1].   

 
Table 1. Data Trining 

No Province 
Province 

ID 
Vessel Type Category 

Types of 
water 

Years  Total KapalID 

1 Aceh 11 
Kapal Motor  

5 - 10 GT 
Kapal Motor Sea  2010 1155 KP030200 

2 Aceh 11 
Kapal Motor  

5 - 10 GT 
Kapal Motor Sea 2011 1171 KP030200 

3 Aceh 11 
PTM - Perahu 
Papan - Total 

Perahu Tanpa 
Motor 

Sea 2011 1723 KP010200 

4 Aceh 11 
PTM - Perahu 
Papan - Total 

Perahu Tanpa 
Motor 

Sea 2010 1728 KP010200 

… … … … … … … … … 

327 
North 

Sumatera  
12 Kapal Motor Total Sub Total Sea 2011 18667 KP030000 

Figure 3 Figure 4 
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Table 2. Data Testing 

No Province 
Province 

ID 
Vessel Type Category 

Types of 
water 

Years  Total KapalID 

1 Aceh 11 
Kapal Motor 5 - 

10 GT 
Kapal Motor Sea 2012 1171 KP030200 

2 Aceh 11 
PTM - Perahu 
Papan - Total 

Perahu Tanpa 
Motor 

Sea 2012 1723 KP010200 

3 Bengkulu 17 
PTM - Perahu 
Papan - Total 

Perahu Tanpa 
Motor 

Sea 2012 1246 KP010200 

4 Bengkulu 17 
Perahu Tanpa 

Motor (PTM) - 
Total 

Perahu Tanpa 
Motor  

Sea 2012 1317 KP010000 

… … … … … … … … … 

109 
South 

Sumatera 
16 

PTM - Perahu 
Papan - Total 

Sub Total Sea 2012 1734 KP010200 

 
The table above consists of the provincial name, 

province id, vessel type, category, water type, year, 
total and shipid as the attributes used for the 
research. The explanation is as follows: 
1. Province name: It is an attribute of provincial 

names located throughout Indonesia, which 
amounts to 33 provinces 

2. ProvinceId: It is a unique code to distinguish 
provincial names across Indonesia 

3. Type of ship: It is a ship that sailed in Indonesian 
waters that there are 19 types of ships 

4. Category: These are the types of classes that sail 
in the waters of Indonesia are divided into 4 
category. 

5. Types of waters: It is where sailing vessels are 
sea and public. This attribute is the target class in 
this study. 

6. Year: The year the ship operates from 2000 to 
2012. 

7. Total : The number of ships operating in the year 
that has been determined 

8. KapalId: A unique code that distinguishes ship 
type: 

 
4.2. Normalization and Class 

Normalization was done by using min-max 
normalization with equation 5 below [22]:  

݀ᇱ ൌ
݀ െminሺሻ

maxሺሻ െ min	ሺሻ
  5 

The results of normalization can be seen in tables 
3 below: 

 
Table 3. Normalization of Data Trining 

No Province Name N. Province ID 
N. Vessel 

Type 
N. Category 

N. Water 
Type 

N. Kapal ID Water Type 

1 Aceh 0.0000 0.4000 0.0000 0.0042 0.8182 Sea 

2 Aceh 0.0000 0.4000 0.0000 0.0046 0.8182 Sea 

3 Aceh 0.0000 1.0000 0.6667 0.0197 0.1818 Sea 

4 Aceh 0.0000 1.0000 0.6667 0.0199 0.1818 Sea 

… … … … … … … … 

436 North Sumatera 0.0120 0.5333 1.0000 0.4833 0.6364 Sea 

4.3. Result of Calculation Using Naïve Bayes 
Classifier 

The results obtained based on the calculation 
using naïve bayes algorithm are as follows: 

 

Table 4. Precision, Recall and Accuracy 

Attribute True Laut True Umum 
Class 

Precision 
Pred. Laut 24 0 100.00% 

Pred. Umum 26 0 0.00% 
Class Recall 48.00% 0.00%  
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K-Fold Cross 
Validation 

(70% and 30%

Start

Data TrainingData Testing

Calculate The 
Probablility Each 

Class

Multiply All Class 
Variables

Compare The 
Results per Class

Accuracy

Finish

Calculate The 
Number of Class

 
 

Figure 3. Naïve Bayes Classifier Process 
 

Based on the results of calculations using 
Rapidminer, got the results on the prediction of sea 
class with an accuracy of 100%, whereas in the 
prediction of the general class of 0% accuracy. 
Accuracy got on Rapidminer using Naïve Bayes 
Classifier algorithm to the type of water data is by 
48%. 

 
 

4.4. Result of Calculation Using Probabilistic 
Neural Network 

There are four layers in PNN i.e: 

a. Input layer 

Input layer is to accommodate the input data. In 
the input layer does not occur the computation 
process. The input layer serves to distribute the 
inputs to the neurons in the pattern layer. The input 
layer is fully connected to the next layer. 

 
b. Pattern Layer 

Each neuron in the pattern layer will perform the 
probability calculation (distance) between the inputs 
and the data stored on the neuron pattern layer. 

Pattern layer serves to compute the distance between 
input data and training data presented by neurons. 
The layer Pattern contains training data, which is 
represented as a neuron and denoted as xij. On the 
second layer computing is conducted with the 
formula [20]: 

ሻ݇ܥ|ݔሺ ൌ
1

ሺ2ߨሻ

ଶ ఙೖ

||
 expሾെ||ݔ െ ||ଶݓ

∈

/ሺ2ߪ
ଶ ሻሿ 6 

Where:  

|Ck| : number of training patterns on class Ck. 
m     : Is the input pattern vector dimension. 
w_i     : Is the weight vector in the pattern of the i- 

  th training. 
σk   : Spread, Smoothing Parameters [20]. 

The value of the smoothing parameter can not be 
determined directly, but can be obtained through 
optimization methods or from experimental results 
[12]. Therefore, in this experiment the value of 
spread (σ) used, started from the default value of 
(0.1) followed by experiment of spread value 0.01 
and 0.001. 
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Figure 4. Probabilistic Neural Network Process 
 
c. Summation Layer 

Furthermore, the summation layer will receive 
input from each neuron pattern layer and will be 
summed so that it obtains how likely an input of x 
enters into a group. 

d. Output Layer 

In the output layer is taken the maximum value 
of the output vector then generate the class decision 
value. Decisions of classification can be formulated 
in a general way to minimize the risk by minimizing 
opportunities. The bayer decision rule in this case is 
simple enough to determine the Ck class, ie by 
choosing the largest Pr(x|Ck), this means: 

݀ሺݔሻ ൌ ሻ݇ܥ|ݔሺ						݆ܽ݇݅				݇ܥ  ሻ݅ܥ|ݔሺ Prሺ݆ܥሻ 7 

Where the output layer will produce 
classification results based on the results of 
summation neurons which has the greatest value. 
Here is the result of calculation using PNN 
algorithm: 

 

Table 5. Random Data 

No 
Class 

Testing 
Data 

Result of 
P1 

Result of 
P2 

Result of 
P3 

1 Sea Sea Sea Sea 
2 Sea General General Sea 
3 Sea Sea Sea Sea 
4 Sea Sea Sea Sea 
5 Sea Sea Sea Sea 
6 Sea Sea Sea Sea 
7 Sea Sea Sea Sea 
8 Sea Sea Sea Sea 
9 Sea Sea Sea Sea 
10 Sea Sea Sea Sea 
.... .... .... .... .... 
50 Sea General General Sea 

Explanation of table 5 above is as follows: 

1. Result of P1= 1st experiment using the 
value of spread 0.1 

2. Result of P2= 2nd experiment using the 
value of spread 0.01 

3. Result of P3= 3rd experiment using spread 
value 0.001 

As for the results of accuracy on each experiment 
can be seen in the following figure: 
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Figure 5. Results of Calculation Accuracy Using PNN Algorithm Fold 2 
 

Figure 5 above is the result of PNN calculation 
based on the best fold set in this research. There are 
4 folds used in performing experiments on this PNN 
algorithm with each training data is divided into 109 
data. The weakness in this study are the size of the 
dataset used and therefore can not prove the research 
conducted by Franti [29] which states that PNN 
algorithm is a faster type of algorithm compared to 
other algorithms. The overall accuracy of each PNN 
fold in the study can be shown in table 7 below: 

Tabel 7. Comparison of Accuracy on Each Fold 
Spreat Fold 1 Ford 2 Ford 3 Fold 4 

0,1 55,00 68,00 61,00 65,00 

0,01 77,00 78,00 77,00 74,00 

0,001 100,00 100,00 100,00 100,00 

 

Based on the results of calculations using 
Probabilistic Neural Network algorithm obtained the 
accuracy of 68% from spread 0.1, an accuracy of 
78.00% from spread 0.01, and an accuracy of 100% 
from spread 0.001. In the picture above can be 
concluded that the calculation of PNN using the 
smaller spread resulted in higher accuracy.  

 Thus, the accuracy results from the classification 
using Naïve Bayes Classifier algorithm is 48% and 
with the highest Probabilistic Neural Network 
accuracy on the 0.001 spread is 100%. Meanwhile, 
in Rustiyan and Mustakim research in 2016 using k-
Nearest Neighbor obtained the highest accuracy on 
k = 7 by 94% [1]. So the performance of 
Probabilistic Neural Network is better than Naïve 
Bayes Classifier and k-Nearest Neighbor.  

Accuracy resulting from both algorithms has a 
close relationship between the dataset used and data 
distribution techniques. In reality, the concept of K-
Fold Cross Validation applied to the 70% and 30% 
is not as good as data distribution in clustered data 

[23], where in the study, the more the data used, it 
will produce a higher accuracy. Data distribution 
technique in this study can be simulated as shown in 
Figure 6 below: 

Fold 1 Fold 2 Fold 3 Fold 4

70% 30% 70% 30% 70% 30% 70% 30%

Training Testing

 

Figure 6. K-Fold Cross Validation (70% and 30%) 
 

The data distribution with the model in figure 6 
above can not be applied by using large data, so it 
can be concluded that the data sharing as mentioned 
above can only be applied to data with smaller 
dimension, the smaller the data the higher the 
accuracy. 

 
9. CONCLUSION 

 
The results show the accuracy of Naïve Bayes 

Classifier algorithm using RapidMiner tool is equal 
to 48%. While for PNN algorithm the three different 
spread values of 0.1 yield accuracy by 68%, 78% for 
spread value 0.01 and last experiment that spread 
0.001 yield 100% accuracy were experimented. 
Therefore, in this study it can be concluded that the 
classification using PNN algorithm is better than 
Naïve Bayes Classifier and k-Nearest Neighbor. 
Data sharing technique using K-Fold Cross 
Validation with 70% and 30% model can only be 
applied by using small data, if applied to large data, 
either record or attribute, will experience higher 
complexity and drastic decrease in accuracy. In this 
research some experiments have been conducted 
using multiples of 100 data or 43.600 record with 5 
multiplication attributes or 25 attributes used in this 
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research which only yield accuracy of 47%. Thus 
increasingly the amount of data and attributes will 
decrease its accuracy as well. Therefore, it can be 
concluded that the less data and attributes used then 
the accuracy will be higher. 

The disadvantage of this research is that the 
amount of data is only 436 data and only has 5 
attributes, for further research other neural network 
methods are proposed such as LVQ, Back-
propagation and Perceptron to get better results. 
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