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ABSTRACT 
 

In the era of big data, deep learning has advanced rapidly particularly in the field of computational biology 
and bioinformatics. In comparison to conventional analysis strategies, deep learning method performs 
accurate structure prediction because it can handle high coverage biological data such as DNA sequence 
and RNA measurement using high-level features. However, predicting functions of non-coding DNA 
sequence using deep learning method have not been widely used and require further study. The purpose of 
this study is to develop a new algorithm to predict the function of non-coding DNA sequence using deep 
learning approach. We propose an enhanced CNN-RNN model to predict the function of non-coding DNA 
sequence. In this model, we train an algorithm to automatically find the optimal initial weight and hyper-
parameter to increase prediction accuracy which outperforms other prediction models.   

Keywords: Functional Non-coding Variant, Machine Learning, Deep Learning, Convolutional Neural 
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1. INTRODUCTION  
 

DNA strands consist of coding sequence which 
encodes for proteins and much of the DNA does not 
encode for proteins which is known as non-coding 
DNA or junk DNA. The coding DNA are 
transcribed into messenger RNA (mRNA) which is 
then used to produce proteins such as ribosomal. 
Meanwhile, the non-coding DNA sequence often 
referred as the conserved non-coding sequence 
(CNS) [1] produces introns, non-coding functional 
RNA (rRNA and tRNA), cis- and trans-regulatory 
elements, repeat sequence telomeres, scaffold 
attachment regions (SARs) and many others. 
However, the functions of most non-coding 
sequence have not been determined yet. 
Additionally, in the process of gene transcription 
and replication  

Additionally, in the process of gene transcription 
and replication, CNS provides the binding site or 
regulatory site for proteins such as the promoter 
region and origin. Mutation in non-coding variant is 
also believed to be associated with the development 
of certain diseases. 

Genome-wide association study (GWAS) focuses 
on non-coding regions and potentially to non-
coding variants. Some of the genetic disorder has 
been identifies based on disease-associated 
mutations by sequencing the exome or coding 
region [2,3]. However, many of cases still remain 
undetermined because of the failure in analysis due 
to limitation of exome sequencing. This problem 
gives the strong reason that some of causative 
variants actually occur outside of coding region and 
inside regulatory. For example, mutation of the 
functional regulatory elements such as enhancers 
and insulators may results in cancer, diabetes, heart 
disease, obesity [4,5] and a rare disease called 
Hirschsprung's disease [6]. 

The whole genome sequencing (WGS) approach 
could characterize non-coding functional variant. 
Besides, WGS also enable to predict a structural 
variant (SV) includes copy number variants (CNVs) 
and copy number neutral SV. However, new 
methods are required to perform functional 
prediction of a large number of non-coding variant 
within single a human genome [7]. To overcome 
this limitation, computer algorithm was developed 
in order to deal with high-dimension of biological 
data and large numbers of datasets. The 
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development and application of computer 
algorithms is related to the field of machine 
learning that aims to improve with experience. 
Machine learning is a supervised learning and used 
to classify objects in images, match news items, 
translate speech into text, products or posts with 
interest of users and select significant results of a 
search. Generally, all of these applications of 
machine learning are using a class of approaches 
known as deep learning [8].  

Deep learning has clear potential to make 
analysis in high-dimensional data by training 
complex networks with various layers that represent 
their internal structure. This approach can be 
applied in image recognition [9-12], speech 
recognition [13-15], predicting potential drug [16], 
reconstructing brain circuits and many others. It has 
a major advance in solving problem including 
function prediction of non-coding variants. 
However, the main issue is difficulty and lacking of 
powerful computational approach in predicting the 
functional non-coding variants in human genome 
that potentially leads to detect disease-associated 
variants. 

In order to achieve the aim of this study, we 
propose an enhanced CNN-RNN model to predict 
the function of non-coding sequence. This paper 
provides details explanation on the proposed model 
specifically on the algorithm used. The comparison 
between the proposed model and the existing 
models will also be discussed. 

2. LITERATURE REVIEW  
 

In this study, we highlight two deep 
learning method commonly used includes 
convolutional neural network (CNN) and recurrent 
neural network (RNN). 

2.1 CNN 
The input data of CNN available in the 

form of multidimensional arrays for example, one-
dimensional genomic sequence or two-dimensional 
images. Large dimensional data becomes a 
challenge for a neural network because it requires a 
high number of parameters compared to the number 
of training data that fit in a model. CNN makes 
change to the network's structure by reducing the 
number of parameters during learning stage to 
overcome the challenge.  

CNN consists of three layers of network 
known as convolutional layers, nonlinear layers and 
pooling layers. The convolutional layer in CNN 
composeds of various maps of neurons known as 
feature maps or filters [17]. The size of feature 

maps is equivalent to the dimension of the input 
image. To reduce the number of model parameters, 
CNN uses the concept of parameter sharing and 
local connectivity where by each neuron in the 
feature maps are only connected with a local patch 
of neurons in the previous layer or receptive field. 
Next, all neurons in the feature maps share the 
same parameters and scan for the same features as  
in the previous layer but at different locations. The 
weighted sum of input neurons and activation 
function is computed using discrete convolution to 
obtain the activity of neuron [18].  

Usually, the frequency and exact position 
of features are irrelevant for final prediction for 
example, to identify objects in an image. By that, 
pooling layer summarizes adjacent neurons by 
calculating the average or maximum activities to 
represent features activities. This pooling operation 
effectively reduce the number of model parameters 
and down-sampled the input image [18]. Mostly, 
CNN includes several convolutional and pooling 
layers to learn various numbers of abstract features 
from small edges to whole objects. The number of 
convolutional layers, the size of receptive fields and 
the number of features maps dependently follows 
the application. Besides, the validation data set 
need to be strictly selected. 

2.2 RNN 
Recurrent Neural Network (RNN) was 

designed with a cyclic connection in the basic 
structure and used sequential information. Since the 
cyclic connection exists, RNN was performed in 
the hidden unit and the input data was processed 
sequentially. Thus, past information is stored in the 
hidden units which are known as state vectors [18].  

Although RNN is different from CNNs 
based on their number of layers but it can be 
considered as deeper structure if unrolled in time. 
However, researchers is facing up disappear 
gradient problem and learning long-term 
dependency of data during training RNNs. This can 
be solved by replacing the simple perceptron 
hidden units with complex units including gated 
recurrent unit (GRU) and long short term memory 
(LSTM) that running as memory cells. RNNs still 
provide effective analysis methods particularly in 
sequential information even it has been less 
explored compared to DNNs and CNNs. In 
addition, this technique is a promising method to 
perform functional prediction of fixed size 
sequence and for mapping a variable-length input 
sequence [18]. 
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3. CNN-RNN MODEL 
 

We propose a CNN-RNN model, a 
framework that combines CNN and RNN with 
additional swarm optimization.  This enhanced 
model uses the same features and framework as the 
DeepSEA [19] and DanQ [20] models.  

 

 
 

Figure 1: Framework of an enhance CNN-RNN 
 

Firstly, an input sequence is encoded into a 
4-row bit matrix. Next, the convolutional layer act 
as a motif scanner and max pooling to reduce the 
size of the output matrix. Recurrent layer that uses 
bidirectional long short term memory (BLSTM) 
considers the orientations and spatial distances 
among the motifs. Lastly, the dense layers of 
rectified linear units (ReLU) and a multi-task 
sigmoid output are used to evaluate the prediction. 

3.1 One Hot Coding 
We used the raw nucleotide bases A, C, G 

and T as input and each of the bases is converted 
into one-hot coding. A binary vectors with 
matching characters either A, C, G or T were 
encoded  as 1 and the rest as 0s.  

 

 
 

Figure 2: Basic structure of one hot encoding 
 
This encoding matrix becomes the input 

for CNN-RNN algorithm and produce outputs of a 
vector of fixed dimension. 

3.2 Convolutional Neural Network 
It is reported that convolutional neural 

network (CNN) is suitable for predicting function 
from sequences by DeepSEA and DanQ models. To 
capture local patterns in the sequences, CNN uses a 
weight-sharing strategy. This weight-sharing 
strategy is useful for studying DNA composing 
convolution filters that able to capture sequence 
motifs.  
 

 
 

Figure 3: Basic structure of convolutional layer 
 

The CNN is trained to predict large-scale 
chromatin-profiling data such as transcription 
factors (TF) binding, DNase I sensitivity and 
histone-mark profiles within various cell types. 
This method also predicts the regulatory function 
and the effect of regulatory variation. The CNN 
consists of one convolution layer and one max 
pooling layer. 

3.2.1 Convolution layer 
Convolution layer acts as motif scanner 

within the input matrix to produce output matrix by 
using rectifier activation. The output is produced 
with a row for every convolution kernel and a 
column for every position in the output. A 
convolution layer calculates ReLU using function 
above: 
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    (1) 
 

where X is the input, i is the index of the output 
position and k represents the index of kernels. Each 
convolutional kernel Wk is M × N (-weight matrix) 
which M is the window size and N is the number of 
output channel which equals to 4.  

3.2.2 Max Pooling layer 
Max pooling layer act to reduce the size of 

the output matrix with the spatial axis by preserving 
the number of channels. It calculates with a step 
size equivalent to the size of pooling window. The 
size of the output is reduced and allows learning 
sequence feature. The pooling operation is 
expressed as 
 	

 

    (2) 
 

where X is the input, i is the index of output 
position, k is the index for kernels and M represents 
pooling window size. 

3.3 Recurrent Neural Network 
Another layer in CNN-RNN model is 

RNN that form a directed cycle of connections 
between units. A variant of RNN which 
bidirectional long short term memory network 
(BLSTM) combines the outputs of two RNNs. In 
other words, one is processing the sequence from 
left to right and the other one processing the 
sequence from right to left.  

Figure 4 illustrates the basic structure of 
BLSTM. The two RNNs that contain LSTM blocks 
are smart network units that can remember a value 
for an arbitrary length of time. 
 

 
 

Figure 4: Basic structure of bidirectional long short term 
memory (BLSTM)  

BLSTMs effectively capture long term 
dependencies and powerful for machine learning 
application [20]. 

3.4 Evaluation and Analysis CNN-RNN 
A dense layer is one of the basic layers of 

the deep convolutional network. It calculates output 
using one-dimensional convolutional operation 
with a specific number of kernel or weight 
matrices. ReLU represents the rectified linear 
function  
 

   (3) 
 

The fully connected layer calculates ReLU (WX), 
where X represents the input and W is the weight 
matrix for a fully connected layer.  

The final layer known as sigmoid output 
layer is used in this framework to makes prediction 
for 919 chromatin features such as 125 DNase 
features, 104 histone features and 690 TF features. 
The scale for predictions range from the 0 to 1 
using the function of sigmoid 
 

     (4) 

 

where X represents the input and W is the weight 
matrix for the sigmoid of output layer which 
calculates for Sigmoid (WX). 

4. INITIAL RESULT 
 

The initial result for this study focuses on 
the output of one coding algorithm that converts an 
input sequences into a binary vector.  

The dataset of E.coli at operon promoter 
region retrieved from National Center for 
Biotechnology Information (NCBI) was used. This 
dataset consists of 1,150-bp of linear DNA and it is 
running on one hot coding algorithm as shown in 
Figure 5 above. 

Precisely, the raw nucleotides which are 
A, C, G and T bases are converted into (1 0 0 0), (0 
0 1 0), (0 1 0 0) and (0 0 0 1) respectively. The 
output at this stage was used as an input for the 
CNN-RNN model in the h5 file format.  
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Figure 5: The flow of the input, one hot encoding 
algorithm and the output 

 
 
5. DISCUSSION 
 

This study presents an enhanced CNN-
RNN model as a suitable method for functional 
prediction of non-coding variants. In comparison to 
DeepSEA and DanQ models, we strongly believe 
that this proposed model can outperform other 
prediction models and effectively predict the 
function directly from the sequence.   

Table 1: Comparison between propose model and the 
existing prediction models. 

Model Purpose Remarks 
DanQ Predicting the 

functional 
DNA 

sequences 

Manually selects 
model parameters 
that can influence 

performance  

DeepSEA Predicting the 
effect of non-

coding 
variants 

Non-coding 
genomic regions and 
potential functions 
of complex disease 
or trait-associated 
SNPs are currently 

poorly understood 

Enhance 
CNN-RNN 

Predicting the 
functional 

non-coding 
variants  

Turning algorithm to 
automatically find 
the optimal initial 
weight and hyper-

parameters and train 
algorithm with 1024 
convolutional kernel 

and use human 
genome data set 

 
DanQ model as a predicting model for the 

function of DNA sequences uses a combination of 
convolutional and recurrent neural network as the 
framework. This prediction model consists of the 
convolutional layer to capture regulatory motifs and 
recurrent layer to capture long-term dependencies 
between motifs. In other words, the recurrent layer 
is used to learn a regulatory grammar in order to 
improve predictions [20]. DanQ outperforms others 
model including DeepSEA model against some 
metrics. This model achieved 50% improvement in 
area under the precision-recall curve (PR AUC) 
metric compared to other models [20]. However, 
DanQ model manually selects model parameters 
that can influence the performance caused by 
weight initialization. For an enhance CNN-RNN 
model, we currently tuning the algorithm to 
automatically find the optimal initial weight and 
hyper-parameter.  

 Slightly different with DeepSEA model, it 
only uses a convolutional neural network in their 
framework. As it is used for predicting the effect of 
non-coding variants, the framework of DeepSEA 
consists of three convolution layers and two max 
pooling layers in order to learn motifs [20]. In this 
model, the non-coding genomic regions and 
potential functions of complex disease or trait-
associated SNPs are still poorly understood and 
warrant further studies [19]. This is the main reason 
the convolutional neural network and recurrent 
neural network were used in our propose model 
which is to increase the prediction accuracy. 
Besides, we also uses human genomic sequences as 
training dataset to provides better training data and 
insights of functional variants.  

Since this study is still in its infancy, more 
investigations will be carried out to improve CNN-
RNN model. Optimization method are proved to be 
helpful based in its implementation in solving 
biological problem [21-23], so based on this regard, 
we plan to implement optimization algorithm to this 
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proposed model to increase the prediction accuracy. 
We hope that this proposed model will be utilized 
in medical applications to identify disease-
associated variants, early diagnosis and 
interventions for patients in future.  
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