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ABSTRACT 
 

Sentiment classification has long been the subject of research and there are many applications and many 
studies to service communities, commerce, politics, etc. In this research, we have proposed a new model for 
Big Data sentiment classification in the parallel network environment – a Cloudera system with Hadoop 
Map (M) and Hadoop Reduce (R). Our new model has used a Fuzzy C-Means Algorithm (FCM) with 
sentiment-lexicons-based multi-dimensional vectors and 3,000,000 documents of our training data set for 
document-level sentiment classification in English. First, we calculate the sentiment scores of English terms 
(verbs, nouns, adjectives, adverbs, etc.) by using a SOKAL & SNEATH-IV coefficient (SSIVC) through a 
Google search engine with AND operator and OR operator. Then, we transfer all the documents of both the 
testing data set and the training data set into many multi-dimensional vectors which are identified by using 
the sentiment lexicons. Finally, we implement the proposed model in both a sequential environment and a 
distributed system. Our new model can classify sentiment of millions of English documents based on many 
English documents in the parallel network environment. However, we tested our new model on our testing 
data set (including 5,500,000 English reviews, 2,750,000 positive and 2,750,000 negative) and achieved 
87.82% accuracy. The results of this work can be widely used in applications and research of the English 
sentiment classification. 

Keywords: English sentiment dictionary; sentiment lexicons; English sentiment classification; Fuzzy C-
Means; FCM; Cloudera; Hadoop Map; Hadoop Reduce; SOKAL & SNEATH-IV coefficient. 

 
1. INTRODUCTION  
 

Clustering data is to process a set of objects into 
classes of similar objects. One cluster is a set of 
data objects which are similar to each other and are 
not similar to objects in other clusters. A number of 
data clusters can be clustered, which can be 
identified following experience or can be 
automatically identified as part of clustering 
method. 

To implement our new model, we propose the 
following basic principles:  

(1)Assuming that each English sentence has m 
English words (or English phrases).  

(2)Assuming that the maximum number of one 
English sentence is m_max; it means that m is less 
than m_max or m is equal to m_max.  

(3)Assuming that each English document has n 
English sentences.  

(4)Assuming that the maximum number of one 
English document is n_max; it means that n is less 
than n_max or n is equal to n_max.  

(5)Each English sentence is transferred into one 
vector (one-dimensional). Thus, the length of the 
vector is m. If m is less than m_max then each 
element of the vector from m to m_max-1 is 0 
(zero).  
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(6)Each English document is transferred into one 
multi-dimensional vector. Therefore, the multi-
dimensional vector has n rows and m columns. If n 
is less than n_max then each element of the multi-
dimensional vector from n to n_max-1 is 0 (zero 
vector).  

(7)All the documents of the English training data 
set are transferred into the multi-dimensional 
vectors which are based all the English sentiment 
lexicons. The positive English documents of the 
English training data set are transferred into the 
positive multi-dimensional vectors based on all the 
sentiment lexicons, the positive vector group. The 
negative English documents of the English training 
data set are transferred into the negative multi-
dimensional vectors, the negative vector group.  

(8)All English documents of the English testing 
data set are transferred into the multi-dimensional 
vectors based on all the sentiment lexicons. (9)One 
multi-dimensional vector (corresponding to one 
English document in the English testing data set) is 
the positive polarity if the vector is clustered into 
the positive vector group. One multi-dimensional 
vector (corresponding to one English document in 
the English testing data set) is the negative polarity 
if the vector is clustered into the negative vector 
group. One multi-dimensional vector 
(corresponding to one English document in the 
English testing data set) is the neutral polarity if the 
vector is not clustered into either the positive vector 
group or the negative vector group. 

In this study, we propose a novel model by using 
the Fuzzy C-Means Algorithm (FCM) with 
sentiment-lexicons-based multi-dimensional vectors 
to classify emotions (positive, negative, neutral) of 
English documents in the parallel system.  

First of all, we calculate the valences of the 
sentiment lexicons by using a SOKAL & 
SNEATH-IV coefficient (SSIVC) through a Google 
search engine with AND operator and OR operator. 
Based on Cosine, Ochiai, Sorensen, Tominato, 
Pointwise Mutual Information (PMI) and Jaccard 
measures, we built many equations related to 
SSIVC to calculate the valence of English terms. 
Methods based on sentiment lexicons relate to 
extraction and emotional score collection of terms, 
which are offered by lexicons to perform a 
prediction of emotions. This identifying sentiment 
scores of the sentiment lexicons was implemented 
in both a sequential system and a parallel 
environment. Next, we transfer all the document of 
both the testing data set and the training data set 
into the multi-dimensional vectors based on the 

sentiment lexicons above. This was implemented in 
both a sequential environment and a distributed 
system. Finally, we use the SSIVC to cluster one 
multi-dimentionsal vector (corresponding one 
document of the testing data set) into the positive 
vector group or the negative vector group. This was 
implemented in both a sequential system and a 
parallel environment. 

The motivation of the work is as follows. Cosine, 
Ochiai, Sorensen, Tanimoto, PMI and Jaccard 
measures are used popularly to calculate the 
emotional values of the words. Thus, other similar 
measures can be used to identify the semantic 
scores of the words. Many algorithms in the data 
mining field can be applied to natural language 
processing, specifically sentiment classification for 
processing millions of English documents. This will 
result in many discoveries in scientific research, 
hence the motivation for this study. 

The novelty of the proposed approach is as 
follows: a Fuzzy C-Means Algorithm (FCM) from 
the data mining field is applied to sentiment 
analysis. A Fuzzy C-Means Algorithm is applied to 
classify semantics of English documents based on 
many sentences. This algorithm can also be applied 
to identify the emotions of millions of documents. 
These above principles are proposed to classify the 
semantics of a document, and data mining is used in 
natural language processing. This survey can be 
applied to other parallel network systems. Hadoop 
Map (M) and Hadoop Reduce (R) are used in the 
proposed model. SOKAL & SNEATH-IV 
coefficient (SSIVC) is used in identifying the 
semantic values of the English words and phrases. 
Therefore, we will study this model in more detail. 

The most significant contributions of our 
proposed model are displayed briefly as follows:  

(1)Many surveys and commercial applications can 
use the results of this work in a significant way.  

(2)SSIVC is used in identifying opinion scores of 
the English verb phrases and words through the 
Google search on the internet.  

(3)The formulas are proposed in the paper.  

(4)The algorithms are built in the proposed model.  

(5)This survey can certainly be applied to other 
languages easily.  

(6)The results of this study can significantly be 
applied to the types of other words in English.  

(7)Many crucial contributions are listed in the 
Future Work section.  
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(8)The algorithm of data mining is applicable to 
semantic analysis of natural language processing.  

(9)This study also proves that different fields of 
scientific research can be related in many ways.  

(10)Millions of English documents are successfully 
processed for emotional analysis. 

(11)The semantic classification is implemented in 
the parallel network environment.  

(12)The principles are proposed in the research.  

(13)The Cloudera distributed environment is used 
in this study.  

(14)The proposed work can be applied to other 
distributed systems.  

(15)This survey uses Hadoop Map (M) and Hadoop 
Reduce (R).  

(16)Our proposed model can be applied to many 
different parallel network environments such as a 
Cloudera system  

(17)This study can be applied to many different 
distributed functions such as Hadoop Map (M) and 
Hadoop Reduce (R).  

(18)The FCM – related algorithms are proposed in 
this research. 

This survey contains 6 sections. Section 1 
introduces the study; Section 2 discusses the related 
works about the Fuzzy C-Means Algorithm (FCM), 
SOKAL & SNEATH-IV coefficient (SSIVC), etc.; 
Section 3 is about the English data set; Section 4 
represents the methodology of our proposed model; 
Section 5 represents the experiment. Section 6 
provides the conclusion. The References section 
comprises all the reference documents; all tables are 
shown in the Appendices section. 

 

2. RELATED WORK 
 

We summarize many researches which are 
related to our research. By far, we know that PMI 
(Pointwise Mutual Information) equation and SO 
(Sentiment Orientation) equation are used for 
determining polarity of one word (or one phrase), 
and strength of sentiment orientation of this word 
(or this phrase). Jaccard measure (JM) is also used 
for calculating polarity of one word and the 
equations from this Jaccard measure are also used 
for calculating strength of sentiment orientation this 
word in other research. PMI, Jaccard, Cosine, 
Ochiai, Tanimoto, and Sorensen measure are the 
similarity measure between two words; from those, 

we prove that the SOKAL & SNEATH-IV 
coefficient (SSIVC) is also used for identifying 
valence and polarity of one English word (or one 
English phrase). Finally, we identify the sentimental 
values of English verb phrases based on the basis 
English semantic lexicons of the basis English 
emotional dictionary (bESD).There are the works 
related to the equations of the similarity measures in 
[1-27]. In the research [1], the authors generate 
several Norwegian sentiment lexicons by extracting 
sentiment information from two different types of 
Norwegian text corpus, namely, news corpus and 
discussion forums. The methodology is based on 
the Point wise Mutual Information (PMI), etc. The 
surveys related the similarity coefficients to 
calculate the valences of words are in [28-32]. 

The English dictionaries are [33-38] and there are 
more than 55,000 English words (including English 
nouns, English adjectives, English verbs, etc.) from 
them. 

There are the works related to the SOKAL & 
SNEATH-IV coefficient (SSIVC) in [39-46].The 
survey in [40] catalogues the procedures and steps 
involved in agrodlimatic classification. These vary 
from conventional descriptive methods to modern 
computer-based numerical tecliniques, etc.  

There are the surveys related to vector space 
modeling in [47-49]. We transfer all English 
sentences into many vectors, which are used in the 
VSM algorithm. In this research [47], the authors 
examine the vector space model, an information 
retrieval technique, and its variation. The rapid 
growth of the Internet and the abundance of 
documents and different forms of information 
available under-scores the need for good 
information retrieval technique. The vector space 
model is an algebraic model used for information 
retrieval, etc. 

The research projects related to implementing 
algorithms, applications, studies in parallel network 
environment in [50, 51, 52]. In [50, 51], Hadoop is 
an Apache-based framework used to handle large 
data sets on clusters consisting of multiple 
computers, using the Map and Reduce 
programming model. The two main projects of the 
Hadoop are Hadoop Distributed File System 
(HDFS) and Hadoop M/R (Hadoop Map/Reduce). 
Hadoop M/R allows engineers to program for 
writing applications for parallel processing of large 
datasets on clusters consisting of multiple 
computers. A M/R task has two main components: 
(1) Map and (2) Reduce. This framework splits 
inputting data into chunks which multiple Map 
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tasks can handle with a separate data partition in 
parallel. The outputs of the map tasks are gathered 
and processed by the Reduce task ordered, etc. 
Cloudera [52], the global provider of the fastest, 
easiest, and most secure data management and 
analytics platform built on Apache™ Hadoop® and 
the latest open source technologies, announced 
today that it will submit proposals for Impala and 
Kudu to join the Apache Software Foundation 
(ASF). By donating its leading analytic database 
and columnar storage projects to the ASF, Cloudera 
aims to accelerate the growth and diversity of their 
respective developer communities, etc. 

There are the works related to the Fuzzy C-
Means algorithm (FCM) in [53-67]. This survey in 
[53] transmits a FORTRAN-IV coding of the fuzzy 
c-means (FCM) clustering program. The FCM 
program is applicable to a wide variety of geo-
statistical data analysis problems. This program 
generates fuzzy partitions and prototypes for any set 
of numerical data, etc. 

The latest researches of the sentiment 
classification are [68-78]. In the research [68], the 
authors present their machine learning experiments 
with regard to sentiment analysis in blog, review 
and forum texts found on the World Wide Web and 
written in English, Dutch and French, etc. 

 

3. DATA SET 
 
In Fig 1 below, the training data set includes 
3,000,000 documents in the movie field, which 
contains 1,500,000 positive documents and 
1,000,000 negative documents in English. All the 
documents in our training data set are automatically 
extracted from English Facebook, English websites 
and social networks; then we labeled positive and 
negative for them. 

 
Fig. 1: Our training data set. 

  
In Fig 2 below, the testing data set includes 
5,500,000 documents in the movie field, which 
contains 2,750,000 positive documents and 

2,750,000 negative documents in English. All the 
documents in our testing data set are automatically 
extracted from English Facebook, English websites 
and social networks; then we labeled positive and 
negative for them. 

 
Fig. 2: Our English testing data set. 

 

4.  METHODOLOGY 
 
This section comprises two parts. The first part is to 
transfer all the documents of both the testing data 
set and the training data set into the multi-
dimensional vectors based on the sentiment 
lexicons in both the sequential environment and the 
distributed system in the sub-section (4.1). The 
second part is to cluster one multi-dimensional 
vectors (corresponding to one document of the 
testing data set) in both the senqential system and 
the parallel environment in the sub-section (4.2) 
 
4.1 Tranferring the documents into the multi-
dimensional vectors based on the sentiment 
lexicons 
 This section includes three parts as follows: 
(4.1.1); (4.1.2); and (4.1.3).  

4.1.1 Calculating the valence of the sentiment 
lexicons 
 According to [33-38], we have at least 55,000 
English terms, including nouns, verbs, adjectives, 
etc. In this part, we calculate the valence and the 
polarity of the English words or phrases for our 
basis English sentiment dictionary (bESD) by using 
the SSIVC, as the following diagram in Fig 3 below 
shows. 

 
Fig. 3:  Overview of English sentiment dictionary using 

SOKAL & SNEATH-IV coefficient (SSIVC) 
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 According to [1-15], Pointwise Mutual 
Information (PMI) between two words wi and wj 
has the equation  

,݅ݓሺܫܯܲ ሻ݆ݓ ൌ ଶሺ݃݋݈
ܲሺ݅ݓ, ሻ݆ݓ

ܲሺ݅ݓሻܲݔሺ݆ݓሻ
ሻ									ሺ1ሻ 

and SO (sentiment orientation) of word wi has the 
equation 
ܱܵ	ሺ݅ݓሻ ൌ ,݅ݓሺܫܯܲ ሻ݁ݒ݅ݐ݅ݏ݋݌

െ ,݅ݓሺܫܯܲ  ሺ2ሻ							ሻ݁ݒ݅ݐܽ݃݁݊
In [1-8] the positive and the negative of Eq. (2) 

in English are: positive = {good, nice, excellent, 
positive, fortunate, correct, superior} and negative 
= {bad, nasty, poor, negative, unfortunate, wrong, 
inferior}.The AltaVista search engine is used in the 
PMI equations of [2, 3, 5] and the Google search 
engine is used in the PMI equations of [4, 6, 8]. 
Besides, [4] also uses German, [5] also uses 
Macedonian, [6] also uses Arabic, [7] also uses 
Chinese, and [8] also uses Spanish. In addition, the 
Bing search engine is also used in [6].With [9-12], 
the PMI equations are used in Chinese, not English, 
and Tibetan is also added in [9]. About the search 
engine, the AltaVista search engine is used in [11] 
and [12] and uses three search engines, such as the 
Google search engine, the Yahoo search engine and 
the Baidu search engine. The PMI equations are 
also used in Japanese with the Google search 
engine in [13]. [14] and [15] also use the PMI 
equations and Jaccard equations with the Google 
search engine in English. 
 According to [14-22], Jaccard between two 
words wi and wj has the equations 

,݅ݓሺ݀ݎܽܿܿܽܬ ሻ݆ݓ ൌ ,݅ݓሺܬ ሻ݆ݓ

ൌ 	
	݅ݓ| ∩ |݆ݓ
	݅ݓ| ∪ |݆ݓ		

							ሺ3ሻ 

and other type of the Jaccard equation between two 
words wi and wj has the equation 

Jaccardሺwi,wjሻ ൌ Jሺwi, wjሻ ൌ simሺwi, wjሻ

ൌ
Fሺwi, wjሻ

Fሺwiሻ ൅ Fሺwjሻ െ Fሺwi, wjሻ
										ሺ4ሻ 

and SO (sentiment orientation) of word wi has the 
equation 
 

SOሺwiሻ ൌ෍Simሺwi, positiveሻ

െ	෍Simሺwi, positiveሻ					ሺ5ሻ 

 In [14-21] the positive and the negative of Eq. 
(5) in English are: positive = {good, nice, excellent, 
positive, fortunate, correct, superior} and negative 
= {bad, nasty, poor, negative, unfortunate, wrong, 
inferior}.The Jaccard equations with the Google 
search engine in English are used in [14, 15, 17]. 

[16] and [21] use the Jaccard equations in English. 
[20] and [22] use the Jaccard equations in Chinese. 
[18] uses the Jaccard equations in Arabic. The 
Jaccard equations with the Chinese search engine in 
Chinese are used in [19].The authors in [28] used 
the Ochiai Measure through the Google search 
engine with AND operator and OR operator to 
calculate the sentiment values of the words in 
Vietnamese. The authors in [29] used the Cosine 
Measure through the Google search engine with 
AND operator and OR operator to identify the 
sentiment scores of the words in English. The 
authors in [30] used the Sorensen Coefficient 
through the Google search engine with AND 
operator and OR operator to calculate the sentiment 
values of the words in English. The authors in [31] 
used the Jaccard Measure through the Google 
search engine with AND operator and OR operator 
to calculate the sentiment values of the words in 
Vietnamese. The authors in [32] used the Tanimoto 
Coefficient through the Google search engine with 
AND operator and OR operator to identify the 
sentiment scores of the words in English 
 With the above proofs, we have this: PMI is 
used with AltaVista in English, Chinese, and 
Japanese with the Google in English; Jaccard is 
used with the Google in English, Chinese, and 
Vietnamese. The Ochiai is used with the Google in 
Vietnamese. The Cosine and Sorensen are used 
with the Google in English. 
According to [1-32], PMI, Jaccard, Cosine, Ochiai, 
Sorensen, Tanimoto and SSIVC are the similarity 
measures between two words, and they can perform 
the same functions and with the same 
characteristics; so SSIVC is used in calculating the 
valence of the words. In addition, we prove that 
RTC can be used in identifying the valence of the 
English word through the Google search with the 
AND operator and OR operator. 
 With the SOKAL & SNEATH-IV coefficient 
(SSIVC) in [39-46], we have the equation of the 
SSIVC: 
 
SOKAL	&	SNEATH െ IV	Coefficient	ሺa, bሻ ൌ SOKAL	&	SNEATH െ IV	Measureሺa, bሻ
ൌ SSIVCሺa, bሻ

ൌ

ሺa ∩ bሻ
ሺa ∩ bሻ ൅ ሺ൓a ∩ bሻ ൅

ሺa ∩ bሻ
ሺa ∩ bሻ ൅ ሺa ∩ ൓bሻ ൅

ሺ൓a ∩ ൓bሻ
ሺ൓a ∩ ൓bሻ ൅ ሺ൓a ∩ bሻ ൅

ሺ൓a ∩ ൓bሻ
ሺ൓a ∩ ൓bሻ ൅ ሺa ∩ ൓bሻ

4
										ሺ6ሻ	 

with a and b are the vectors. 
 
 From the eq. (1), (2), (3), (4), (5), (6), we 
propose many new equations of the SSIVC to 
calculate the valence and the polarity of the English 
words (or the English phrases) through the Google 
search engine as the following equations below. 
 In eq. (6), when a has only one element, a is a 
word. When b has only one element, b is a word. In 
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eq. (6), a is replaced by w1 and b is replaced by w2. 
SOKAL	&	SNEATH െ IV	Measureሺw1,w2ሻ

ൌ 	SOKAL	&	SNEATH
െ IV	Coefficientሺw1,w2ሻ ൌ 

SSIVCሺw1,w2ሻ 	

ൌ 		

Pሺw1,w2ሻ
Pሺw1,w2ሻ ൅ Pሺ൓w1,w2ሻ ൅

Pሺw1,w2ሻ
Pሺw1,w2ሻ ൅ Pሺw1,൓w2ሻ ൅

Pሺ൓w1,൓w2ሻ
Pሺ൓w1,൓w2ሻ ൅ Pሺ൓w1,w2ሻ ൅

Pሺ൓w1,൓w2ሻ
Pሺ൓w1,൓w2ሻ ൅ Pሺw1,൓w2ሻ

4
				ሺ7ሻ 

 
Eq. (7) is similar to eq. (1). In eq. (2), eq. (1) is 
replaced by eq. (7). We have eq. (8) as follows:  
 

Valenceሺwሻ ൌ SO_SSIVCሺwሻ
ൌ SSIVCሺw, positive_queryሻ 	
െ 	SSIVCሺw, negative_queryሻ																				ሺ8ሻ 

 
In eq. (7), w1 is replaced by w and w2 is replaced 
by position_query. We have eq. (9).Eq. (9) is as 
follows: 
 

SSIVCሺw, positive_queryሻ

ൌ

Pሺw, positive_queryሻ
a_b_9	 ൅ Pሺw, positive_queryሻ

a_c_9 ൅ Pሺ൓w,൓positive_queryሻ
b_d_9 ൅ Pሺ൓w,൓positive_queryሻ

c_d_9
4

			ሺ9ሻ 
 
with   

a_b_9 ൌ Pሺw, positive_queryሻ
൅ Pሺ൓w, positive_queryሻ 

									a_c_9 ൌ Pሺw, positive_queryሻ
൅ Pሺw,൓positive_queryሻ 

									b_d_9 ൌ Pሺ൓w,൓positive_queryሻ
൅ Pሺ൓w, positive_queryሻ 

									c_d_9 ൌ Pሺ൓w,൓positive_queryሻ
൅ Pሺw,൓positive_queryሻ 

In eq. (7), w1 is replaced by w and w2 is replaced 
by negative_query. We have eq. (10).Eq. (10) is as 
follows: 
 

SSIVCሺw, negative_queryሻ

ൌ

Pሺw, negative_queryሻ
a_b_10 ൅

Pሺw, negative_queryሻ
a_c_10 ൅

Pሺ൓w,൓negative_queryሻ
b_d_10 ൅

Pሺ൓w,൓negative_queryሻ
c_d_10

4
			ሺ10ሻ 

 
with  a_b_10 ൌ Pሺw, negative_queryሻ ൅
Pሺ൓w, negative_queryሻ 
									a_c_10 ൌ Pሺw, negative_queryሻ

൅ Pሺw,൓negative_queryሻ 
									b_d_10 ൌ Pሺ൓w,൓negative_queryሻ

൅ Pሺ൓w, negative_queryሻ 
									c_d_10 ൌ Pሺ൓w,൓negative_queryሻ

൅ Pሺw,൓negative_queryሻ 
 We have the information about w, w1, w2, and 
etc. as follows:  
(1)w, w1, w2 : are the English words (or the 
English phrases).  
(2)P(w1, w2): number of returned results in Google 
search by keyword (w1 and w2). We use the 
Google Search API to get the number of returned 
results in search online Google by keyword (w1 
and w2).  

(3)P(w1): number of returned results in Google 
search by keyword w1. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w1.  
(4)P(w2): number of returned results in Google 
search by keyword w2. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w2.  
(5)Valence(W) = SO_SSIVC(w): valence of 
English word (or English phrase) w; is SO of word 
(or phrase) by using SOKAL & SNEATH-IV 
coefficient (SSIVC).  
(6)positive_query: { active or good or positive or 
beautiful or strong or nice or excellent or fortunate 
or correct or superior }with the positive query is the 
a group of the positive English words.  
(7)negative_query: { passive or bad or negative or 
ugly or week or nasty or poor or unfortunate or 
wrong or inferior }with the negative_query is the a 
group of the negative English words.  
(8)P(w, positive_query): number of returned results 
in Google search by keyword (positive_query and 
w). We use the Google Search API to get the 
number of returned results in search online Google 
by keyword (positive_query and w).  
(9)P(w, negative_query): number of returned 
results in Google search by keyword 
(negative_query and w). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (negative_query and w).  
(10)P(w): number of returned results in Google 
search by keyword w. We use the Google Search 
API to get the number of returned results in search 
online Google by keyword w.  
(11)P(¬w,positive_query): number of returned 
results in Google search by keyword ((not w) and 
positive_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and positive_query).  
(12)P(w, ¬positive_query): number of returned 
results in the Google search by keyword (w and 
(not (positive_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and [not 
(positive_query)]).  
(13)P(¬w,negative_query): number of returned 
results in Google search by keyword ((notw) and 
negative_query). We use the Google Search API to 
get the number of returned results in search online 
Google by keyword ((not w) and negative_query).  
(14)P(w,¬negative_query): number of returned 
results in the Google search by keyword (w and 
(not ( negative_query))). We use the Google Search 
API to get the number of returned results in search 
online Google by keyword (w and (not 
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(negative_query))). 
As like Cosine, Ochiai, Sorensen, Tanimoto, PMI 
and Jaccard about calculating the valence (score) of 
the word, we identify the valence (score) of the 
English word w based on both the proximity of 
positive_query with w and the remote of 
positive_query with w; and the proximity of 
negative_query with w and the remote of 
negative_query with w.The English word w is the 
nearest of positive_query if SSIVC(w, 
positive_query) is as equal as 1.The English word 
w is the farthest of positive_query if SSIVC(w, 
positive_query) is as equal as 0.The English word 
w belongs to positive_query being the positive 
group of the English words if SSIVC(w, 
positive_query) > 0 and SSIVC(w, positive_query) 
≤ 1.The English word w is the nearest of 
negative_query if SSIVC(w, negative_query) is as 
equal as 1. The English word w is the farthest of 
negative_query if SSIVC(w, negative_query) is as 
equal as 0. The English word w belongs to 
negative_query being the negative group of the 
English words if SSIVC(w, negative_query) > 0 
and SSIVC(w, negative_query) ≤ 1. So, the valence 
of the English word w is the value of SSIVC(w, 
positive_query) substracting the value of SSIVC(w, 
negative_query) and the eq. (8) is the equation of 
identifying the valence of the English word w. 
 We have the information about SSIVC as 
follows: (1)SSIVC(w, positive_query) ≥ 0 and 
SSIVC(w, positive_query) ≤ 1. (2)SSIVC(w, 
negative_query)  ≥ 0 and SSIVC(w, 
negative_query) ≤ 1. (3)If SSIVC(w, 
positive_query) = 0 and SSIVC(w, negative_query) 
= 0 then SO_SSIVC(w) = 0. (4)If SSIVC(w, 
positive_query) = 1 and SSIVC(w, negative_query) 
= 0 then SO_SSIVC(w) = 0. (5)If SSIVC(w, 
positive_query) = 0 and SSIVC(w, negative_query) 
= 1 then SO_SSIVC(w) = -1. (6)If SSIVC(w, 
positive_query) = 1 and SSIVC(w, negative_query) 
= 1 then SO_SSIVC(w) = 0. So, SO_SSIVC(w) ≥ -
1 and SO_SSIVC(w) ≤ 1. 
 The polarity of the English word w is positive 
polarity If SO_SSIVC(w) > 0. The polarity of the 
English word w is negative polarity if 
SO_SSIVC(w) < 0. The polarity of the English 
word w is neutral polarity if SO_SSIVC(w) = 0. In 
addition, the semantic value of the English word w 
is SO_SSIVC(w). 
 We calculate the valence and the polarity of the 
English word or phrase w using a training corpus of 
approximately one hundred billion English words 
— the subset of the English Web that is indexed by 
the Google search engine on the internet. AltaVista 
was chosen because it has a NEAR operator. The 

AltaVista NEAR operator limits the search to 
documents that contain the words within ten words 
of one another, in either order. We use the Google 
search engine which does not have a NEAR 
operator; but the Google search engine can use the 
AND operator and the OR operator. The result of 
calculating the valence w (English word) is similar 
to the result of calculating valence w by using 
AltaVista. However, AltaVista is no longer. 
Our basis English sentiment dictionary (bEED) has 
more 55,000 English words (or English phrases) 
and bESD is stored in Microsoft SQL Server 2008 
R2. 
In Table 1, we show the comparisons of our 
model’s results with the works related to [1-32]. 
The comparisons of our model’s advantages and 
disadvantages with the works related to [1-32] are 
displayed in Table 2. 
In Table 3, we present the comparisons of our 
model’s results with the works related to the 
SOKAL & SNEATH-IV coefficient (SSIVC) in 
[39-46]. 
The comparisons of our model’s benefits and 
drawbacks with the studies related to the SOKAL 
& SNEATH-IV coefficient (SSIVC) in [39-46] are 
presented in Table 4. 
 
4.1.2 Transferring the documents into the multi-
dimensional vectors in the sequential 
environment 
 In this section, we transfer the documents of 
both the testing data set and the training data set 
into the multi-dimensional vectors in the sequential 
system. 
 In Fig 4 below, we present how to transfer one 
English document into one multi-dimensional 
vector based on the sentiment lexicons in the 
sequential environment.  
 Then, we apply this part to transfer all the 
documents of both the testing data set and the 
training data set into the sequential system. 

 
Fig. 4:  Overview of transferring the documents into the 
multi-dimensional vectors in the sequential environment 
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 We propose the algorithm 1 to transfer one 
English document into one multi-dimensional 
vectors based on the sentiment lexicons in the 
sequential system. The main ideas of the algorithm 
1 are as follows: 
Input: one English document 
Output one multi-dimensional vector based the 
sentiment lexicons 
Step 1: Split this document into the n sentences 
Step 2: Each sentence in the n sentences, do repeat: 
Step 3: Split this sentence into the n_n meaningful 
words (or meaningful phrases); 
Step 4: Each term in the n_n terms, do repeat: 
Step 5: Get the valence of this term based on the 
basis English sentiment dictionary (bESD); 
Step 6: End Repeat- End Step 4; 
Step 7: Add one one-dimensional vector 
(corresponding to this sentence) into the multi-
dimensional vector; 
Step 8: End Repeat – End Step 2; 
Step 9: Return the multi-dimensional vector; 
 
4.1.3 Transferring the documents into the multi-
dimensional vectors in the distributed system 
 In this section, we transfer the documents of 
both the testing data set and the training data set 
into the mulit-dimensional vectors in the parallel 
network environment. 
 In Fig 5 below, we present how to transfer one 
English document into one multi-dimensional 
vector based on the sentiment lexicons in the 
parallel environment – the Cloudera system. The 
inputs of the Hadoop Map (M) in the Cloudera are 
one English document, the sentiment lexicons of 
the basis English dictionary (bESD). The output of 
the Hadoop Map is one one-dimensional vector 
(corresponding to one sentence of this document). 
The input of the Hadoop Reduce (R) in the 
Cloudera is the output of the Hadoop Map. The 
output of the Hadoop Reduce is one multi-
dimensional vector (corresponding to this 
document).  
 Then, we apply this part to transfer all the 
documents of both the testing data set and the 
training data set into the Cloudera 

 
Fig 5:  Overview of transferring the documents into the 

multi-dimensional vectors in the distributed system 
 

 In the Hadoop Map (M): 
Input: One English document; The sentiment 
lexicons of the basis English sentiment dictionary 
(bESD). 
Output: one one-dimensional vector; 
Step 1:Input One English document; and The 
sentiment lexicons of the basis English sentiment 
dictionary (bESD) into the Hadoop Map in the 
Cloudera. 
Step 2: Split this document into the n sentences; 
Step 3: Each sentence in the n sentences, do repeat: 
Step 4: Split this sentence into the n_n meaningful 
words (or meaningful phrases) 
Step 5: Each term in the n_n terms, do repeat: 
Step 6: Get valence of this term based on the basis 
English sentiment dictionary (bESD); 
Step 7: Add this term into the one-dimensional 
vector; 
Step 8: End Repeat – End Step 5; 
Step 9: Return this one-dimensional vector; 
Step 10: The output of the Hadoop Map is this one-
dimensional vector; 
 In the Hadoop Reduce (R): 
Input: one one-dimensional vector of the Hadoop 
Map (the input of the Hadoop Reduce is the output 
of the Hadoop Map) 
Output: one multi-dimensional vector 
(corresponding to one English document) 
Step 1: Receive one one-dimensional vector of the 
Hadoop Map 
Step 2: Add this one-dimensional vector into the 
multi-dimensional vector; 
Step 3: Return the multi-dimensional vector; 
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4.2 Implementing A K-Means Algorithms 
 This section has two parts: semantic 
classification for the documents of the testing in the 
sequential environment is presented in the first part; 
and in the second part, sentiment classification for 
the reviews of the testing in the parallel network 
environment is displayed. 
 With the English training data set, there are 
two groups. The first group includes the positive 
documents and the second group is the negative 
documents. The first group is called the positive 
cluster. The second group is called the negative 
cluster. All documents in both the first group and 
the second group go through the segmentation of 
words and stop-words removal; then, they are 
transferred into the multi-dimensional vectors 
(vector representation). The positive documents of 
the positive cluster are transferred into the positive 
multi-dimensional vectors which are called the 
positive vector group (or positive vector cluster). 
The negative documents of the negative cluster are 
transferred into the negative multi-dimensional 
vectors which are called the negative vector group 
(or negative vector cluster). Therefore, the training 
data set includes the positive vector group (or 
positive vector cluster) and the negative vector 
group (or negative vector cluster). 
 We have transferred all English sentences into 
one-dimensional vectors similar to the transferring 
the documents into the multi-dimensional vectors in 
the sequential environment (4.1.2) and the 
transferring the documents into the multi-
dimensional vectors in the distributed system 
(4.1.3) 
 
4.2.1 A Fuzzy C-Means Algorithm (FCM) in A 
Sequential Environment 
 In Fig. 6, in the sequential environment, the 
documents of the testing data set are transferred to 
the multi-dimensional vectors: each document of 
the testing data set is transferred to each multi-
dimensional vector (each sentence of one document 
in the testing data set is transferred to the one-
dimensional vector similar to the transferring the 
documents into the multi-dimensional vectors in the 
sequential environment (4.1.2). The positive 
documents in the training data set are transferred to 
the positive multi-dimensional vectors, called the 
positive vector group in the sequential 
environment: each document of the positive 
documents is transferred to each multi-dimensional 
vector (each sentence, of one document in the 
positive documents, is transferred to the one-
dimensional vector similar to the transferring the 
documents into the multi-dimensional vectors in the 

sequential environment (4.1.2) in the sequential 
environment). The negative documents in the 
training data set are transferred to the negative 
multi-dimensional vectors, called the negative 
vector group in the sequential environment: each 
document of the negative documents is transferred 
to each multi-dimensional vector (each sentence, of 
one English document in the negative documents, is 
transferred to the one-dimensional vector similar to 
the transferring the documents into the multi-
dimensional vectors in the sequential environment 
(4.1.2) in the sequential environment). 

 
Fig. 6: Overview of transferring all English documents 

into the multi-dimensional vectors 
 

 We perform this part as follows in Fig. 7 
below: In the sequential environment, the FCM is 
implemented to cluster one multi-dimensional 
vector (called A) of the English testing data set to 
the positive vector group or the negative vector 
group. The document (corresponding to A) is the 
positive polarity if A is clustered to the positive 
vector group. The document (corresponding to A) 
is the negative polarity if A is clustered to the 
negative vector group. The document 
(corresponding to A) is the neutral polarity if A is 
not clustered to both the positive vector group and 
the negative vector group. 

Fig. 7.  A Fuzzy C-Means Algorithm in the Sequential 
Environment 
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 We built many algorithms to perform the FCM 
in the sequential environment. We build the 
algorithm 1 to transfer one English document into 
one multi-dimensional vector. Each document is 
split into many sentences. Each sentence in each 
document is transferred to one one-dimensional 
vector based on the transferring the documents into 
the multi-dimensional vectors in the sequential 
environment (4.1.2) in the sequential environment. 
We insert all the one-dimensional vectors of the 
sentences into one multi-dimensional vector of one 
document. The main ideas of the algorithm 1 are as 
follows: 
Input: one English document 
Output: one multi-dimensional vector 
Step 1: Split the English document into many 
separate sentences based on “.” Or “!” or “?”; 
Step 2: Each sentence in the n sentences of this 
document, do repeat: 
Step 3: Transfer this sentence into one vector (one 
dimension) based on the transferring the documents 
into the multi-dimensional vectors in the sequential 
environment (4.1.2) 
Step 4: Add the transferred vector into one multi-
dimensional vector 
Step 5: End Repeat – End Step 2 
Step 6: Return one multi-dimensional vector; 
 We build the algorithm 2 to create the positive 
vector group. Each document in the positive 
documents in the English training data set is split 
into many sentences. Each sentence of the 
document is transferred to one one-dimensional 
vector based on the transferring the documents into 
the multi-dimensional vectors in the sequential 
environment (4.1.2) in the sequential environment. 
We insert all the one-dimensional vectors of the 
sentences of the document into one one-
dimensional vector of the document. Then, the 
positive documents in the English training data are 
transferred to the positive multi-dimensional 
vectors. The main ideas of the algorithm 2 are as 
follows: 
Input: the positive English documents of the 
English training data set. 
Output: the positive vector group 
PositiveVectorGroup 
Step 1:Each document in the positive document of 
the training data set, do repeat: 
Step 2: OneMultiDimensionalVector := Call 
Algorithm 1 with the positive English document  in 
the English training data set; 
Step 3: Add OneMultiDimensionalVector into 
PositiveVectorGroup; 
Step 4: End Repeat – End Step 1 
Step 5: Return PositiveVectorGroup; 

We build the algorithm 3 to create the negative 
vector group. Each document in the negative 
documents in the English training data set is split 
into many sentences. Each sentence of the 
document is transferred to one one-dimensional 
vector based on the transferring the documents into 
the multi-dimensional vectors in the sequential 
environment (4.1.2) in the sequential environment. 
We insert all the one-dimensional vectors of the 
sentences of the document into one one-
dimensional vector of the document. Then, the 
negative documents in the English training data set 
are transferred to the negative multi-dimensional 
vectors. The main ideas of the algorithm 3 are as 
follows: 
Input: the negative English documents of the 
English training data set. 
Output: the negative vector group 
PositiveVectorGroup 
Step 1:Each document in the negativedocument of 
the training data set, do repeat: 
Step 2: OneMultiDimensionalVector := Call 
Algorithm 1 with the negativeEnglish document  in 
the English training data set; 
Step 3: Add OneMultiDimensionalVector into 
NegativeVectorGroup; 
Step 4: End Repeat – End Step 1 
Step 5: Return NegativeVectorGroup; 

We build the algorithm 4 to cluster one multi-
dimensional vector (corresponding to one document 
of the English testing data set) into the positive 
vector group PositiveVectorGroup, the negative 
vector group NegativeVectorGroup, or not.The 
main ideas of the algorithm 4 are as follows: 
Input: one multi-dimensional vector A 
(corresponding to one English document of the 
English testing data set), the positive vector group 
PositiveVectorGroup, the negative vector group 
NegativeVectorGroup; 
Output: positive, negative, neutral; 
Step 1: Implement the Fuzzy C-Means Algortihm 
based on the Fuzzy C-Means algorithm (FCM) in 
[53-67] with input is one multi-dimensional vector 
(corresponding to one English document of the 
English testing data set), the positive vector group 
PositiveVectorGroup, the negative vector group 
NegativeVectorGroup; 
Step 2: With the results of Step 1, If the vector is 
clustered into the positive vector group Then 
Return positive; 
Step 3: Else If the vector is clustered into the 
negative vector group Then Return negative; End If 
– End Step 2 
Step 4: Return neutral; 
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 The FCM uses Euclidean distance to calculate 
the distance between two vectors. 
 
4..2.2 A Fuzzy C-Means Algorithm (FCM)in A 
Parallel Network Environment 
 In Fig. 8, all documents of both the English 
testing data set and the English training data set are 
transferred into all the multi-dimensional vectors in 
the Cloudera parallel network environment. With 
the documents of the English training data set, we 
transferred them into the multi-dimensional vectors 
by using Hadoop Map (M)/Reduce (R) in the 
Cloudera parallel network environment with the 
purpose of shortening the execution time of this 
task. The positive documents of the English 
training data set are transferred into the positive 
vectors in the Cloudera parallel system and are 
called the positive vector group. The negative 
documents of the English training data set are 
transferred into the negative vectors in the Cloudera 
parallel system and are called the negative vector 
group. Besides, the documents of the English 
testing data set are transferred to the multi-
dimensional vectors by using Hadoop Map 
(M)/Reduce (R) in the Cloudera parallel network 
environment with the purpose of shortening the 
execution time of this task. 

 
Fig. 8: Overview of transferring all English documents 
into the multi-dimensional vectors in the Cloudera 

distributed system. 
 

We implement this part in Fig. 9, below. In the 
Cloudera distributed network environment, by 
using the FCM, one multi-dimensional vector 
(called A) of one document in the English testing 
data set is clustered into the positive vector group 
or the negative vector group. The document 
(corresponding to A) is the positive polarity if A is 
clustered into the positive vector group. The 
document (corresponding to A) is the negative 
polarity if A is clustered into the negative vector 

group. The document (corresponding to A) is the 
neutral polarity if A is not clustered into both the 
positive vector group and the negative vector 
group. 

 
Fig. 9: A Fuzzy C-Means Algorithm (FCM) in the 

Parallel Network Environment. 
 

 An overview of transferring each English 
sentence into one vector in the Cloudera network 
environment is follows in Fig. 10. In Fig. 10, 
transferring each English document into one vector 
in the Cloudera network environment includes two 
phases: Map (M) phases and Reduce (R) phases. 
Input of the Map phase is one document and Output 
of the Map phase is many components of a vector 
which corresponds to the document. One document, 
input into Hadoop Map (M), is split into many 
sentences. Each sentence in the English document 
is transferred into one one-dimensional vector 
based on the transferring the documents into the 
multi-dimensional vectors in the distributed system 
(4.1.3). This is repeated for all the sentences of the 
document until all the sentences are transferred into 
all the one-dimensional vectors of the document. 
After finishing to transfer each sentence of the 
document into one one-dimensional vector, the 
Map phase of Cloudera automatically transfers the 
one-dimensional vector into the Reduce phase. In 
Fig. 10, the input of the Reduce phase is the output 
of the Map phase, and this input comprises many 
components (many one-dimensional vectors) of a 
multi-dimensional vector. The output of the Reduce 
phase is a multi-dimensional vector which 
corresponds to the document. In the Reduce phase 
of Cloudera, those components of the vector are 
built into one multi-dimensional vector. 
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Fig. 10: Overview of transforming each English sentence 
into one vector in Cloudera 

 
 The documents of the English testing data set 
are transferred into the multi-dimensional vectors 
based on Fig. 10. The FCM in the Cloudera parallel 
network environment has two main phases: the first 
main phase is Hadoop Map (M) phase in Cloudera 
and the second main phase is Hadoop Reduce (R) 
phase in Cloudera. In the Map phase of Cloudera, 
the input of the phase is the multi-dimensional 
vector of one English document (which is 
classified), the positive vector group, the negative 
vector group; and the output of the phase is the 
clustering results of the multi-dimensional vector of 
the document to the positive vector group or the 
negative vector group, or not. With the Reduce 
phase of the Cloudera, the input of the phase is the 
output of the Map phase of the Cloudera and this 
input is the clustering results of the multi-
dimensional vector of the document to the positive 
vector group or the negative vector group or not; 
and the output of the phase is the sentiment 
classification result of the document into the 
positive polarity, the negative polarity, or the 
neutral polarity. In the Reduce phase, the document 
is classified as the positive emotion if the multi-
dimensional vector is clustered into the positive 
vector group; the document is classified as the 
negative semantic if the multi-dimensional vector 
into the negative vector group; and the document is 
classified as the neutral sentiment if the multi-
dimensional vector is not clustered into the positive 
vector group, or the negative vector group, or not. 
 
4.2.2.1 Hadoop Map (M)  
 This phase is done as illustrated in Fig. 11, 
below. The Fuzzy C-Means algorithm (FCM) in 
Cloudera is based on the Fuzzy C-Means algorithm 

(FCM) in [53-67]. The input is one multi-
dimensional vector in the English testing data set, 
the positive vector group and the negative vector 
group of the English training data set. The output of 
the FCM is the clustering results of the multi-
dimensional vector into the positive vector group or 
the negative vector group, or not.  
 The main ideas of the FCM are as follows: 

1)Enter values for the two parameters: c (1 
<c< N),m and initializing the sample matrix 

2)Repeat 
2.1 j = j + 1; 
2.2 Calculating fuzzy partition matrix Uj 

following formula (1) 
2.3 Updating centers V(j) [v1(j), v2(j), ..., 

vc(j) ]basing on (2) and Ujmatrix; 
Step 3: Untill (|| U(j+1)–U(j)||F≤ ε); 
Step 4: Performing results of the clusters. 
with||U||2F= ∑ ݅	 ∑ ݇U2

ik 
 

 The FCM uses Euclidean distance to calculate 
the distance between two vectors 
 After finishing to cluster the multi-dimensional 
vector into the positive vector group, or the 
negative vector group, or not, Hadoop Map 
transfers this results into Hadoop Reduce in the 
Cloudera system.  

 

Fig. 11.Overview of the FCM in Hadoop Map (M) in 
Cloudera 

 
4.2.2.2 Hadoop Reduce (R)  
 This phase is done as illustrated below in Fig. 
12. After receiving the clustering result of Hadoop 
Map, Hadoop Reduce labels the semantics polarity 
for the multi-dimensional vector which is classified. 
Then, the output of Hadoop Reduce will return the 
semantics polarity of one document (corresponding 
to the multi-dimensional vector) in the English 
testing data set. One document is the positive 
polarity if the multi-dimensional vector is clustered 
into the positive vector group. One document is the 
negative polarity if the multi-dimensional vector is 
clustered into the negative vector group. One 
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document is the neutral polarity if the multi-
dimensional vector is not clustered into both the 
positive vector group and the negative vector 
group. 

Fig. 12: Overview of Hadoop Reduce (R) in Cloudera 

5. EXPERIMENT 
 

We have measured an Accuracy (A) to calculate 
the Accuracy of the results of emotion 
classification. A Java programming language is 
used for programming to save data sets, 
implementing our proposed model to classify the 
5,500,000 documents of the testing data set. To 
implement the proposed model, we have already 
used Java programming language to save the 
English training data set and theEnglish testing data 
set and to save the results of emotion classification. 

The sequential environment in this research 
includes 1 node (1 server). The Java language is 
used in programming the FCM. The configuration 
of the server in the sequential environment is: 
Intel® Server Board S1200V3RPS, Intel® 
Pentium® Processor G3220 (3M Cache, 3.00 GHz), 
2GB PC3-10600 ESSIVC 1333 MHz LP 
Unbuffered DIMMs. The operating system of the 
server is: Cloudera. We perform the FCM in the 
Cloudera parallel network environment; this 
Cloudera system includes 9 nodes (9 servers). The 
Java language is used in programming the 
application of the FCMin the Cloudera. The 
configuration of each server in the Cloudera system 
is: Intel® Server Board S1200V3RPS, Intel® 
Pentium® Processor G3220 (3M Cache, 3.00 GHz), 
2GB PC3-10600 ESSIVC 1333 MHz LP 
Unbuffered DIMMs. The operating system of each 
server in the 9 servers is: Cloudera. All 9 nodes 
have the same configuration information. 

In Table 5, we show the results of the documents 
in the testing data set.  

The Accuracy of our new model for the 
documents in the testing data set is presented in 
Table 6. 

In Table 7, we display the average execution 
times of the classification of our new model for the 
documents in testing data set. 

6. CONCLUSION 
 

Although our new model has been tested on our 
English data set, it can be applied to many other 
languages. In this paper, our model has been tested 
on the 5,500,000 English documents of the testing 
data set in which the data sets are small. However, 
our model can be applied to larger data sets with 
millions of English documents in the shortest time. 
In this work, we have proposed a new model to 
classify sentiment of English documents using the 
Fuzzy C-Means Algorithm (FCM) with Hadoop 
Map (M)/Reduce (R) in the Cloudera parallel 
network environment. With our proposed new 
model, we have achieved 87.82% accuracy of the 
testing data set in Table 6. Until now, not many 
studies have shown that the clustering methods can 
be used to classify data. Our research shows that 
clustering methods are used to classify data and, in 
particular, can be used to classify emotion in text. 

In Table 7, the average time of the semantic 
classification of the FCM algorithm in the 
sequential environment is 23,457,821 seconds 
/5,500,000 English documents and it is greater than 
the average time of the emotion classification of the 
FCM in the Cloudera parallel network environment 
with 3 nodes which is 8,142,573 seconds/5,500,000 
English documents. The average time of the 
emotion classification of the FCM in the Cloudera 
parallel network environment with 9 nodes, which 
is 2,528,643 seconds /5,500,000 English 
documents, is the shortest time. Besides, the 
average time of the emotion classification of the 
FCM in the Cloudera parallel network environment 
with 6 nodes is 4,021,386 seconds /5,500,000 
English documents  

The execution time of the FCM in the Cloudera 
is dependent on the performance of the Cloudera 
parallel system and also dependent on the 
performance of each server on the Cloudera system. 

The proposed model has many advantages and 
disadvantages. Its positives are as follows: It uses 
the Fuzzy C-Means algorithm to classify semantics 
of English documents based on sentences. The 
proposed model can process millions of documents 
in the shortest time. This study can be performed in 
distributed systems. It can be applied to other 
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languages. Its negatives are as follows: It has a low 
rate of Accuracy. It costs too much and takes too 
much time to implement this proposed model.   

To understand the scientific values of this 
research, we have compared our model's results 
with many studies in the tables below. 

In Table 8, we display the comparisons of our 
model’s results with the works in [47, 48, 49]. 

The comparisons of our model’s advantages and 
disadvantages with the works in [47, 48, 49] are 
shown in Table 9. 

In Table 10, we present the comparisons of our 
model’s merits and demerits with the works related 
to the K-Nearest Neighbors algorithm (K-NN) in 
[53-67]. 

The comparisons of our model’s positives and 
negatives the latest sentiment classification models 
(or the latest sentiment classification methods) in 
[68-73] are displayed in Table 11. 

7. FUTURE WORK 

Based on the results of this proposed model, 
many future projects can be proposed, such as 
creating full emotional lexicons in a parallel 
network environment to shorten execution times, 
creating many search engines, creating many 
translation engines, creating many applications that 
can check grammar correctly. This model can be 
applied to many different languages, creating 
applications that can analyze the emotions of texts 
and speeches, and machines that can analyze 
sentiments. 
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APPENDICES: 
 

Table 1: Comparisons of our model’s results with the works related to [1-32]. 
 SOKAL & SNEATH-IV coefficient (SSIVC) 
Semantic classification, sentiment classification: SC 

Studies PMI JM Languag
e 

SD DT SSIVC SC Other 
measures 

Search 
engines 

[1] Yes No English Yes Yes No Yes No No 
Mention 

[2] Yes No English Yes No No Yes Latent   
Semantic  
Analysis  
(LSA)   

AltaVista 

[3] Yes No English Yes Yes No Yes Baseline; 
Turney-
inspired; NB; 
Cluster+NB; 
Human 

AltaVista 

[4] Yes No English 

German 

Yes Yes No Yes SimRank Google 
search 
engine 

[5] Yes No English 

Macedo
nian 

Yes Yes No Yes No Mention AltaVista 
search 
engine 

[6] Yes No English 

Arabic 

Yes No No Yes No Mention Google 
search 
engine 
Bing 
search 
engine 

[7] Yes No English 

Chinese 

Yes Yes No Yes SVM(CN); 
SVM(EN); 
SVM(ENCN1
); 
SVM(ENCN2
); 
TSVM(CN); 
TSVM(EN); 
TSVM(ENC
N1); 
TSVM(ENC
N2); CoTrain 

No 
Mention 

[8] Yes No English 

Spanish 

Yes Yes No Yes SO 
Calculation 
SVM 

Google 

[9] Yes No Chinese 

Tibetan 

Yes Yes No Yes - Feature 
selection 
-Expectation 
Cross Entropy 
-Information 
Gain 

No 
Mention 

[10] Yes No Chinese Yes Yes No Yes DF, CHI, MI 
andIG 

No 
Mention 

Our 
work 

No No English 
Languag
e 

No No Yes Yes No Google 
search 
engine 



Journal of Theoretical and Applied Information Technology 
15th June 2018. Vol.96. No 11 

  © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
3338 

 

Table 2: Comparisons of our model’s advantages and disadvantages with the works related to [1-32]. 
Surveys Approach Advantages Disadvantages 

[1] Constructi
ng 
sentiment 
lexicons 
in 
Norwegia
n from a 
large text 
corpus 

Through the authors’ PMI computations in 
this survey they used a distance of 100 words 
from the seed word, but it might be that other 
lengths that generate better sentiment 
lexicons. Some of the authors’ preliminary 
research showed that 100 gave a better result. 

The authors need to investigate this more 
closely to find the optimal distance. 
Another factor that has not been 
investigated much in the literature is the 
selection of seed words. Since they are the 
basis for PMI calculation, it might be a lot 
to gain by finding better seed words. The 
authors would like to explore the impact 
that different approaches to seed word 
selection have on the performance of the 
developed sentiment lexicons. 

[2] Unsupervi
sed 
Learning 
of 
Semantic 
Orientatio
n from a 
Hundred-
Billion-
Word 
Corpus. 

This survey has presented a general strategy 
for learning semantic orientation from 
semantic association, SO-A. Two instances 
of this strategy have  been empirically 
evaluated, SO-PMI-IR andSO-LSA.  The  
Accuracy  of  SO-PMI-IR  is  comparable  to  
the  Accuracy  of  HM,  the  algorithm  of 
Hatzivassiloglou  and  McKeown  (1997).  
SO-PMI-IR  requires  a  large  corpus,  but  it  
is  simple, easy to implement, unsupervised, 
and it is not restricted to adjectives. 

No Mention 

[3] Graph-
based user 
classificati
on for 
informal 
online 
political 
discourse 

The authors describe several experiments in 
identifying the political orientation of posters 
in an informal environment. The authors’ 
results indicate that the most promising 
approach is to augment text classification 
methods by exploiting information about 
how posters interact with each other 

There is still much left to investigate in 
terms of optimizing the linguistic analysis, 
beginning with spelling correction and 
working up to shallow parsing and co-
reference identification. Likewise, it will 
also be worthwhile to further investigate 
exploiting sentiment values of phrases and 
clauses, taking cues from methods 

[4] Anovel, 
graph-
based 
approach 
using 
SimRank. 

The authors presented a novel approach to 
the translation of sentiment information that 
outperforms SOPMI, an established method. 
In particular, the authors could show that 
SimRank outperforms SO-PMI for values of 
the threshold x in an interval that most likely 
leads to the correct separation of positive, 
neutral, and negative adjectives. 

The authors’ future work will include a 
further examination of the merits of its 
application for knowledge-sparse 
languages. 

[5] Analysis 
in Twitter 
for 
Macedoni
an 

The authors’ experimental results show an 
F1-score of 92.16, which is very strong and 
is on par with the best results for English, 
which were achieved in recent SemEval 
competitions. 

In future work, the authors are interested 
in studying the impact of the raw corpus 
size, e.g., the authors could only collect 
half a million tweets for creating lexicons 
and analyzing/evaluating the system, while 
Kiritchenko et al. (2014) built their lexicon 
on million tweets and evaluated their 
system on 135 million English tweets. 
Moreover, the authors are interested not 
only in quantity but also in quality, i.e., in 
studying the quality of the individual 
words and phrases used as seeds. 

Our 
work 

-SOKAL & SNEATH-IV coefficient (SSIVC) through the Google search engine with AND operator and 
OR operator. 
-The Fuzzy C-Means algorithm (FCM) with the multi-dimensional vectors based on the sentiment 
lexicons for English sentiment classification in the Cloudera distributed system. 
-The advantages and disadvantages of this survey are shown in the Conclusion section. 
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Table 3: Comparisons of our model’s results with the worksrelated to the SOKAL & SNEATH-IV coefficient (SSIVC) in 
[39-46]. 

Studies PMI JM SOKAL & 
SNEATH-

IV 
coefficient 
(SSIVC) 

Language SD DT Sentiment 
Classificati

on 

[39] Yes Yes Yes English NM NM No 
mention 

[40] No No Yes NM NM NM No 
mention 

[41] No No Yes NM NM NM No 
mention 

[42] No No Yes NM NM NM No 
mention 

[43] No No Yes NM NM NM No 
mention 

[44]] No No Yes NM NM NM No 
mention 

[45] No No Yes NM NM NM No 
mention 

[46] No No Yes NM NM NM No 
mention 

Our work No No Yes English 
Language 

Yes Yes Yes 

 
Table 4: Comparisons of our model’s benefits and drawbacks with the studies related to the SOKAL & SNEATH-IV 

coefficient (SSIVC) in [39-46]. 

Surve
ys 

Approach Benefits Drawbacks 

[39] Implementation Of Some 
Similarity Coefficients In 
Conjunction With Multiple 
Upgma And Neighbor-Joining   
Algorithms For Enhancing 
Phylogenetic Trees 

The population  genetic  distances  were  
estimated  by  using  two  cluster  algorithms 
(UPGMA & NJ neighbor-joining) 
accompanied with ten similarity coefficients 
comprising Jaccard, Sørensen-Dice, Russel& 
Rao, Rogers & Tanimoto, Simple Matching,  
Pearson  Phi,  Lance  &Williams,  Mountford,  
Michael,  and Kulchenzky-1. The results 
demonstrated that for almost all 
methodologies, the Jaccard and Sørensen-Dice 
followed by Simple Matching coefficients 
revealed extremely close results, because both 
of them exclude negative co-occurrences. Due 
to the fact that there is no guarantee that the 
DNA regions with negative co- occurrences 
between two strains are indeed identical, the 
use of coefficients such  as  Jaccard  and  
Sørensen-Dice  that  do  not  include  negative  
occurrences was imperative for  closely  
related  organisms  along  with  the  NJ 
neighbor-joining cluster algorithm. 

No mention 

[40] Similarity coefficients for 
classifying relevés 

In this study, the clustering procedure of group 
average sorting was used to construct the 
dendrogram. It gives an average similarity 
value within the dendrogram groups. These 
values can be used to give quantitative 
definitions to syntaxonomic rank. 

No mention 
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[41] Assessment of Similarity Indices 
for Undesirable Properties and a 
new Tripartite Similarity Index 
Based on Cost Functions 

The purpose of this study is to motivate, 
describe, and offer animplementation for, a 
working similarity index that avoids the 
difficultiesnoted for the others. 

No mention 

[42] Comprehensive Survey on 
Distance/Similarity Measures 
between Probability Density  
Functions 

Various distance/similarity measures that are 
applicable to compare two probabilitydensity 
functions, pdf in short, are reviewed and 
categorized inboth syntactic and semantic 
relationships. A correlation coefficient and a 
hierarchical clustering technique are adopted 
to reveal similarities among numerous 
distance/similarity measures 

No mention 

Our 
work 

-SOKAL & SNEATH-IV coefficient (SSIVC) through the Google search engine with AND operator and 
OR operator. 
-The Fuzzy C-Means algorithm (FCM) with the multi-dimensional vectors based on the sentiment 
lexicons for English sentiment classification in the Cloudera distributed system. 
-The advantages and disadvantages of this survey are shown in the Conclusion section. 

 
 

Table 5: The results of the documents in the testing data set. 

 
Testing 
Dataset 

Correct 
Classificatio

n 

Incorrect 
Classificati

on 

Negative 
2,750,00

0 
2,415,341 334,659 

Positive 
2,750,00

0 
2,414,759 335,241 

Summary 
5,500,00

0 
4,830,100 669,900 

 
 

Table 6: The accuracy of our novel model for the documents in the testing data set. 

Proposed Model Class Accuracy 

Our new model 
Negative 

87.82% 

Positive 

 
Table 7: The average execution times of the classification of our novel model for the documents in testing data set. 

 

 

The average execution times 
of the classification 
/5,500,000 English 

documents. 

The Fuzzy C-Means Algorithm (FCM) in the sequential 
environment 

23,457,821 seconds  

The Fuzzy C-Means Algorithm (FCM) in the Cloudera 
distributed system with 3 nodes 

8,142,573 seconds 

The Fuzzy C-Means Algorithm (FCM) in the Cloudera 
distributed system with 6 nodes 

4,021,386 seconds 

The Fuzzy C-Means Algorithm (FCM) in the Cloudera 
distributed system with 9 nodes 

2,528,643 seconds 
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Table 8: Comparisons of our model’s results with the works in [47, 48, 49]. 
Clustering technique: CT. 
Parallel network system: PNS (distributed system). 
Special Domain: SD. 
Depending on the training data set: DT. 
Vector Space Model: VSM 
No Mention: NM 
English Language: EL. 

Studies FCM CT Sentiment 
Classifica

tion 

PNS SD DT Language VSM 

[47] No No No No Yes No EL Yes 
[48] No No Yes No Yes No EL Yes 
[49] No No Yes No Yes Yes EL Yes 

Our work Yes Yes Yes Yes Yes Yes EL Yes 

 

 
Table 9: Comparisons of our model’s advantages and disadvantages with the works in [47, 48, 49]. 

Researches Approach Advantages Disadvantages 
[47] Examining the vector 

space model, an 
information retrieval 
technique and its 
variation 

In this work, the authors have given an 
insider to the working of vector space 
model techniques used for efficient 
retrieval techniques. It is the bare fact 
that each system has its own strengths 
and weaknesses. What we have sorted 
out in the authors’ work for vector 
space modeling is that the model is 
easy to understand and cheaper to 
implement, considering the fact that 
the system should be cost effective 
(i.e., should follow the space/time 
constraint. It is also very popular. 
Although the system has all these 
properties, it is facing some major 
drawbacks. 

The drawbacks are that the system 
yields no theoretical findings. 
Weights associated with the vectors 
are very arbitrary, and this system 
is an independent system, thus 
requiring separate attention. 
Though it is a promising technique, 
the current level of success of the 
vector space model techniques used 
for information retrieval are not 
able to satisfy user needs and need 
extensive attention. 

[48] +Latent Dirichlet  
allocation (LDA). 
+Multi-label text 
classification tasks and 
apply various feature 
sets. 
+Several combinations 
of features, like bi-
grams and uni-grams. 

In this work, the authors consider 
multi-label text classification tasks and 
apply various feature sets. The authors 
consider a subset of multi-labeled files 
of the Reuters-21578 corpus. The 
authors use traditional TF-IDF values 
of the features and tried both 
considering and ignoring stop words. 
The authors also tried several 
combinations of features, like bi-grams 
and uni-grams. The authors also 
experimented with adding LDA results 
into vector space models as new 
features. These last experiments 
obtained the best results. 

No mention 

Our work The Fuzzy C-Means algorithm for English sentiment classification in the Cloudera distributed system. 
The advantages and disadvantages of the proposed model are shown in the Conclusion section. 
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Table 10: Comparisons of our model’s merits and demerits with the works related to the K-Nearest Neighbors 
algorithm (K-NN) in [53-67]. 

Works Approach Merits Demerits 
[53] FCM: The fuzzy c-means 

clustering algorithm 
These partitions are useful for corroborating known 
substructures or suggesting substructure in unexplored 
data. The clustering criterion used to aggregate subsets is 
a generalized least-squares objective function. Features of 
this program include a choice of three norms (Euclidean, 
Diagonal, or Mahalonobis), an adjustable weighting 
factor that essentially controls sensitivity to noise, 
acceptance of variable numbers of clusters, and outputs 
that include several measures of cluster validity. 

No mention 

[54] A novel kernelized fuzzy 
C-means algorithm with 
application in medical 
image segmentation 

Experimental results on both synthetic and real MR 
images show that the proposed algorithms have better 
performance when noise and other artifacts are present 
than the standard algorithms. 

No mention 

[55] On cluster validity for the 
fuzzy c-means model 

Limit analysis indicates, and numerical experiments 
confirm, that the Fukuyama-Sugeno index is sensitive to 
both high and low values of m and may be unreliable 
because of this. Of the indexes tested, the Xie-Beni index 
provided the best response over a wide range of choices 
for the number of clusters, (2-10), and for m from 1.01-7. 
Finally, our calculations suggest that the best choice for 
m is probably in the interval [1.5, 2.5], whose mean and 
midpoint, m=2, have often been the preferred choice for 
many users of FCM. 

No mention 

[56] A possibilistic fuzzy c-
means clustering 
algorithm 

The authors derive the first-order necessary conditions for 
extrema of the PFCM objective function, and use them as 
the basis for a standard alternating optimization approach 
to finding local minima of the PFCM objective 
functional. Several numerical examples are given that 
compare FCM and PCM to PFCM. The authors’ 
examples show that PFCM compares favorably to both of 
the previous models. Since PFCM prototypes are less 
sensitive to outliers and can avoid coincident clusters, 
PFCM is a strong candidate for fuzzy rule-based system 
identification. 

No mention 

Our 
work 

-SOKAL & SNEATH-IV coefficient (SSIVC) through the Google search engine with AND operator and 
OR operator. 
-The Fuzzy C-Means algorithm (FCM) with the multi-dimensional vectors based on the sentiment 
lexicons for English sentiment classification in the Cloudera distributed system. 
-Our research’s merits and demerits are shown in the Conclusion section. 
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Table 11: Comparisons of our model’s positives and negatives the latest sentiment classification models (or the latest 
sentiment classification methods) in [68-73]. 

Studies Approach Positives Negatives 
[68] The Machine 

Learning 
Approaches Applied 
to Sentiment 
Analysis-Based 
Applications 

The main emphasis of this survey is to discuss the research 
involved in applying machine learning methods, mostly for 
sentiment classification at document level. Machine learning-
based approaches work in the following phases, which are 
discussed in detail in this work for sentiment classification: (1) 
feature extraction, (2) feature weighting schemes, (3) feature 
selection, and (4) machine-learning methods. This study also 
discusses the standard free benchmark datasets and evaluation 
methods for sentiment analysis. The authors conclude the 
research with a comparative study of some state-of-the-art 
methods for sentiment analysis and some possible future research 
directions in opinion mining and sentiment analysis. 

No mention 

[69] Semantic 
Orientation-Based 
Approach for 
Sentiment Analysis 

This approach initially mines sentiment-bearing terms from the 
unstructured text and further computes the polarity of the terms. 
Most of the sentiment-bearing terms are multi-word features 
unlike bag-of-words, e.g., “good movie,” “nice cinematography,” 
“nice actors,” etc. Performance of semantic orientation-based 
approach has been limited in the literature due to inadequate 
coverage of multi-word features. 

No mention 

[70] Exploiting New 
Sentiment-Based 
Meta-Level 
Features for 
Effective Sentiment 
Analysis 

Experiments performed with a substantial number of datasets 
(nineteen) demonstrate that the effectiveness of the proposed 
sentiment-based meta-level features is not only superior to the 
traditional bag-of-words representation (by up to 16%) but also is 
also superior in most cases to state-of-art meta-level features 
previously proposed in the literature or text classification tasks 
that do not take into account any idiosyncrasies of sentiment 
analysis. The authors’ proposal is also largely superior to the best 
lexicon-based methods as well as to supervised combinations of 
them. In fact, the proposed approach is the only one to produce 
the best results in all tested datasets in all scenarios. 

A line of 
future 
research 
would be to 
explore the 
authors’ 
meta 
features with 
other 
classification 
algorithms 
and feature 
selection 
techniques 
in different 
sentiment 
analysis 
tasks such as 
scoring 
movies or 
products 
According to 
their related 
reviews. 

[71] Rule-Based 
Machine Learning 
Algorithms 
 

The proposed approach is tested by experimenting with online 
books and political reviews and demonstrates the efficacy 
through Kappa measures, which have a higher Accuracy of 
97.4% and a lower error rate. The weighted average of different 
Accuracy measures like Precision, Recall, and TP-Rate depicts 
higher efficiency rate and lower FP-Rate. Comparative 
experiments on various rule-based machine learning algorithms 
have been performed through a ten-fold cross validation training 
model for sentiment classification. 

No mention 

Our 
work 

-SOKAL & SNEATH-IV coefficient (SSIVC) through the Google search engine with AND operator and 
OR operator. 
-The Fuzzy C-Means algorithm (FCM) with the multi-dimensional vectors based on the sentiment 
lexicons for English sentiment classification in the Cloudera distributed system. 
-The positives and negatives of the proposed model are given in the Conclusion section. 

 


