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ABSTRACT 

Association rule mining is the process of identifying the frequent items and associative rules in a market 
basket data analysis for large set of transactional databases. Association rules are employed in different 
data mining applications including web mining, intrusion detection and bioinformatics. In recent years it 
has been seen tremendous advances in the ability to perform effective association rule mining. It causes the 
need of sensitive rule selection to enhance the privacy preservation of data transactions. A new technique 
called Gravitational Search Based Sensitive Rule Selection (GS-SRS) is proposed to select the sensitive 
rules is to be hided for improving the privacy preservation of transactional database. The GS-SRS 
technique is introduced to select the sensitive rules from the derived association rule through conditional 
probability. The sensitive rules contain the sensitive information of transactional database. Sensitive rules 
are identified for many applications. One of the applications of sensitive rule identification is to preserve 
the privacy of an organization or an individual by hiding these rules. The GS-SRS technique initially 
generates association rules through identifying the frequent items by using conditional probability-based 
association rules and support count and confidence value. Next, GS-SRS technique used gravitational 
search algorithm that lists the cohesive and non-cohesive items for the given transactional database in 
shorter time than the conventional means of feature selection using Rough Set technique. The association 
rule containing more cohesive items is selected as sensitive rule. A threshold value is used to select 
sensitive rules with the convergence of cohesive items and divergence of the non-cohesive items. Finally, 
the sensitive rules selected are hided for preserving the privacy of transactional database. The experiments 
have been carried out on transaction database using four data sets and compared with state of art existing 
techniques. The experiment results show that the proposed GS-SRS technique is able to improve the 
accuracy of privacy preservation with minimum execution time when compared to state-of-the-art works. 

Keywords: Association Rule Mining, Gravitational Search, Sensitive Rule Selection, Conditional 
Probability, Cohesive Items, Non Cohesive Items. 

1. INTRODUCTION 

In data mining, association rule mining 
technique identifies the frequent items and 
associative rules for a large size of transactional 
databases. The conditional probability of the 
transactional data items are evaluated to present the 
associative rule, which indicates the scenario of the 
buying habits and products in demand. Privacy 
preservation of transactional data has been 
considered as an important research problem in 
recent applications. However, disclosing the 
sensitive associative rule of the transactional data 
item may expose the confidentiality and privacy of 
the organizations and individuals. Identifying and 
selecting sensitive association rule of a 
transactional database is a crucial process for 
preserving the privacy of sensitive information.   

Association Rule hiding technique hides 
the sensitive association rules generated from the 
transactional data items. The privacy preservation 
with data mining needs to ensure hiding sensitive 
information. Hiding sensitive rules should be made 
with minimal side effects. Sensitive association 
rule selection play major role in effectiveness of 
association rule hiding technique. But, the 
association rules hiding technique indirectly 
generates some data items which are not exist in 
original database and hide certain data items which 
are not sensitive, which in turn affects the privacy 
of rules and affects the utility of the data mining 
results. This problem is addressed by developing 
the new technique called Gravitational Search 
Based Sensitive Rule Selection (GS-SRS) to 
improve the selection of sensitive rules to enhance 
the Association Rule Hiding (ARH) technique 
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using Gravitational Search Algorithm (GSA). This 
research work is an optimization process for 
selection of sensitive association rules from the 
possible set of association rule of a transactional 
database. The gravitational algorithm determines 
how appropriate association rules for hiding have 
been selected.  

In this study, a Gravitational Search Based 
Sensitive Rule Selection (GS-SRS) technique is 
designed to select the sensitive rules is to be hided 
and thereby preserving the privacy of sensitive 
information’s in business transactions. The 
identification of frequent items based on support 
count which results in the generation of association 
rules. The GS-SRS technique is a sensitive rule 
selection-based technique that efficiently reduces 
the execution time for sensitive rule selection, the 
rule are governs the organization’s and individual’s 
privacy. GS-SRS also incorporates gravitation 
search algorithm to select the sensitive rules from 
derived association rule, enabling reduced memory 
consumption for measuring cohesive and non-
cohesive items. After that, the sensitive rules 
selected are hided with aim of preserving the 
privacy of transactional database. Experimental 
results shows that the gravitation search based 
technique can improve accuracy of privacy 
preservation over existing selection methods. The 
propose algorithm select optimum number of 
association rules, which has threat to privacy of 
data owners.  

 
The remaining of this paper is organized 

as follows: Section 2 reviews related work in the 
fields of association rule hiding for privacy 
preserving data mining. Section 3 provides the 
necessary background along with the proposed 
sensitive rule selection technique with the aid of 
gravitational search algorithm. Section 4 contains 
the experimental evaluation and the detailed 
discussion provided in Section 5. Section 6 gives 
the conclusion. 

2. RELATED WORKS 

In recent trends, numerous researches 
have been done in association rule hiding for 
privacy preserving data mining.  Group 
Incremental Approach using Rough Set (GIA-RS) 
[1] is used as a group incremental feature selection 
algorithm to identify the new feature subset in a 
short time, when multiple objectives were added to 
a decision table. Incremental feature selection 
algorithm was based on the information entropy 
and it dealt with effective and efficient mechanism. 

The feature selection algorithm generated more 
feasible subset in a short period of time with 
increasing number of data. However, the rules 
extracted from dynamic dataset need to be updated 
in time to improve the selection of sensitive rules. 

Locality Sensitive Hiding for Privacy 
Preserving (LSH-PP) [2] with a Homomorphic 
Matching Technique identifies the candidate record 
pairs. The matching of pairs was implemented by a 
basic protocol which performs simple distance 
computations. Matching Technique is mostly used 
for Privacy-Preserving Record Linkage. The 
performances of the distance-preserving properties 
were highly correlated due to anonymization 
format. The parameters of blocking system in 
LSH-PP were selected in such a way to attain 
highest possible accuracy there by significantly 
reducing the possible running time. However, it 
failed to produce accurate results because of the 
anonymization format, failing to preserve the 
privacy of the individual. 

Association rule hiding methodologies 
aim at sanitizing the original database [22]. This 
methodology makes all the sensitive rules 
disappear from the sanitized database, when the 
database is mined under the same or higher levels 
of support and confidence as the original database. 
Then all the non-sensitive rules that were mined 
from the original database should also be mined 
from its sanitized counterpart at the same or higher 
levels of confidence and support. At last no false 
rules also known as ghost rules should be produced 
when the sanitized database is mined at the same or 
higher levels of confidence and support. A false 
rule is an association rule that was not among the 
rules mined from the original database. 

Sensitive association rule selection for 
association rule hiding has received considerable 
attention in recent years, especially in the context 
of transaction databases. For example, the work 
employed in [3] Locality Sensitive Hashing (LSH) 
was applied to reduce the data utility and execution 
time by proposing two novel anonymization 
methods for sparse high dimensional data. 
However, the time complexity involved in 
anonymization method remains unaddressed. In 
[4], it is shown that by applying Feature Relation 
Networks, using rule-based multivariate text 
feature selection, features were selected in a more 
computationally efficient manner. Despite, 
efficient in terms of computational effort, 
redundancy and relevancy remained unsolved. To 
address this issue, in [5], fuzzy approximation was 
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used during rule extraction that concentrated on 
non-redundant and relevant features. Similarly, 
another method addressed in [6] that used accuracy 
constrained privacy preservation mechanism 
aiming at improving the imprecise bounds. 

Association Rule Hiding of a transaction 
database has been identified as a significant 
problem and probabilistic data management 
received a lot of attentions to deal with uncertain 
data. An optimized Monte Carlo Algorithm [7] 
drastically minimized the number of iterations in 
probabilistic databases, however, little 
concentration were made towards attribute 
redundancy. To minimize the attribute redundancy, 
Fuzzy Rough Set [8] designed a rule-based 
classifier model that improved the sensitivity of 
rules being generated. However, focused remained 
unsolved, in differentiating the data between 
positive and negative samples. In [9], Probabilistic 
Latent Semantic Analysis (PLSA) was designed 
using minimum information from the user and 
made efficient use of the positive and unlabeled 
data by applying iterative algorithm. Since a better 
performance was achieved through PLSA and side 
effects was not discussed. Hiding Missing 
Artificial Utility (HMAU) [10] algorithm was 
applied to reduce the number of side effects and 
number of deleted transactions. Another method 
using randomized response technique [11] was 
applied to preserve the personalized privacy in 
frequent itemset mining. 

Data mining techniques are used to mine 
useful information and knowledge from several 
databases. In [12], GA-based privacy preserving 
utility mining method was introduced to hide 
sensitive items. Yet, another GA-based approach 
was introduced in [13] for hiding sensitive 
information. However, with the introduction of 
smart phones and web services, privacy of 
metadata remained a major concern. To address 
this issue, in [14], a personal metadata management 
framework was introduced with the objective of 
reducing the execution time and dynamically 
protecting the personal data. Another Multi 
Objective Optimization (MOO) was designed in 
[15] that discovered useful relationships from 
shared data. This in turn minimized the confidence 
of sensitive rules. 

Data publishing is extensively applied in 
the field of information sharing and scientific 
research, and providing security for user’s privacy. 
Privacy protection method for multiple sensitive 
attributes was introduced in [16] to improve the 

sensitive rules. Though improvement was observed 
in sensitive rule generation, privacy preservation in 
distributed environment remained a major 
breakthrough. A novel algorithm for privacy 
preserving in data mining in distributed 
environment was applied in [17] using Elliptic 
Curve Cryptography(ECC) and Diffie Hellman key 
exchange. The application of ECC ensured privacy 
preservation and also minimized the performance 
time. A comprehensive review on privacy 
preserving data mining was studied in [18]. 
Though several methods were presented to hide 
sensitive association rules, the modification in 
database made certain amount of side effects. 
Genetic algorithm to preserve privacy was applied 
in [19] to preserve confidential information and 
counter side effects of lost rules. In [20], two 
fundamental approaches were designed with the 
aim of protecting sensitive rules from disclosure. 
Besides, it presented three strategies and five 
algorithms for hiding a group of association rules 
which was characterized as sensitive.  

A novel technique was designed in [23] 
for privacy preserving mining of association rules 
from outsourced transaction a database. But, 
privacy vulnerabilities were remained unaddressed. 
A hybrid partial hiding algorithm (HPH) was 
presented in [24] for improving the privacy 
preservation of association rule mining.  Privacy 
preserving association rule mining was developed 
in [25] for distributed databases with the 
application of genetic algorithm. A novel method 
was intended in [26] for secure mining of 
association rules in horizontally distributed 
databases. However, computational cost was 
higher. An accuracy-constrained privacy-
preserving access control framework was designed 
in [27] to achieve privacy requirements in 
relational data. The association rule hiding 
technique was intended in [28] for hiding the 
sensitive data or information in transaction 
database. 

Based on the aforementioned techniques 
and methods, in this work a gravitational search 
based sensitive rule selection technique is 
introduced with the objective of improving 
sensitive rules selection to enhance the business 
transactions. 

3. DESIGN OF GRAVITATIONAL SEARCH 
BASED SENSITIVE RULE SELECTION 

The Gravitational Search Based Sensitive 
Rule Selection (GS-SRS) technique is designed to 
select the sensitive rules is to be hidden and to 
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enhance the privacy preservation of sensitive 
information in transactional database. This section 
presents two models to select sensitive rules to 
enhance association rule hiding and to enhance the 
privacy preservation of business transactions. The 
first model generates the association rules with 
support count and confidence value using 
Conditional Probability-based Association Rule 
generation. On the other hand, the second model 
selects sensitive rules from generated rules using 
Gravitational search based sensitive rule selection. 
The elaborate description of these two models is 
presented in the forthcoming sections. 

3.1 Conditional Probability-based Association 
Rule Generation 

Association rule mining [3] discovers 
items frequently occurring in a transactional 
database with the objective of producing 
significant association rules that hold for the data. 
In GS-SRS, a transactional database using 
association rule mining identifies frequent items 
with support count and generates association rules 
with confidence value based on conditional 
probability. To preserve the privacy of an 
individual or an organization, sensitive rules are 
identified in the transactional database. In this 
work, Conditional Probability-based Association 
Rule Generation is used to identify the frequent 
items in transactional database for efficient 
association rule generation. The following Figure 1 
shows the process involved in Conditional 
Probability-based Association Rule generation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   

 

 

 

 

 

 

 

 

 

 

 

Figure 1 Process of Conditional Probability based 
Association Rule Generation 

As shown in the Figure 1, Conditional 
Probability-based Association Rule Generation 
process initially takes Taxi Service Trajectory 
dataset as input and then evaluates the support 
count and confidence value with help of 
transactional item sets in the given data set. The 
frequent item sets are identified using evaluated 
support count values with the objective of 
generating the association rules. The GS-SRS 
technique uses conditional probability measure to 
estimate the support and confidence value and 
therefore identifies the frequent items. The 
conditional probability is a measure of probability 
of support and confidence value (for an itemset) 
given that another support and confidence (for 
another itemset) has occurred. Finally, it generates 
the association rule based on the identified frequent 
item sets with the aid of evaluated confidence 
value. 

Let us consider a dataset, ܵܦ, a set of 
rules ܴ over ܵܦ, as well as a sensitive rule ܴܵ. The 
objective of Conditional Probability-based 
Association Rule Generation is to identify a dataset 
 for generation of	ܵܦ such that when mining ܵܦ
rules using same parameters as those used in the 
mining of ܵܦ, only the non-sensitive rules in ܴ െ
ܴܵ are derived. The selection of sensitive rule 
influences the analytical strategies which governs 
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the effectiveness of association rule hiding 
technique. 

Let ܫ ൌ ݅ଵ, ݅ଶ	, … . ݅௡denotes the set of 
items, for transaction ܶ ൌ ,ଵݐ ,	ଶݐ … . 	ܶ ௡ whereݐ ∈
 then the ,ܦܫܶ	with transaction id represented by ܫ
transaction ܶ contains ܲ, a set of items in ܲ, if the 
following condition is said to be satisfied. 

ܲ	 ൑ ܶ                                                 (1) 

The association rule is an implication and 
is formulated as given below 

ܲ	 → ,ܲ	݁ݎ݄݁ݓ,ܳ ܳ	 ൏ 	ܲ	݀݊ܽ	ܫ ∩ ܳ ൌ 	∅     (2) 

From the equation (2), ܲ	and ܳ denotes 
the items in the set of items	ܫ. The strength of the 
rule is measured using confidence and support 
value based on conditional probability. The support 
measures the frequency of the rule whereas the 
confidence measures the strength of the relation 
between item sets. The support of an association 
rule or probability of joint ܲ and ܳare 
mathematically formulated as given below. 

ܲ	ሺ݌ݑܵ → ܳሻ ൌ ቀ
ௌ௨௣௣௢௥௧	௖௢௨௡௧	௢௙	௉	∪	ொ

்௢௧௔௟	௡௨௠௕௘௥	௢௙	௥௘௖௢௥ௗ௦	௜௡	஽ௌ
ቁ   (3) 

From the equation (3), the support ܵ݌ݑ is 
measured using the fraction of records that contain 
ܲ	 ∪ ܳ to the total number of records in the 
database ܵܦ is said to be conditional probability 
(that involves both ܲ	and ܳ). On the other hand, 
the confidence value is measured in such a way 
that the transactions that contain ܲ also contain ܳ 
and are mathematically formulated as given below. 

ܲ	ሺ݂݊݋ܥ → ܳሻ ൌ ቀ
ௌ௨௣௣௢௥௧	௖௢௨௡௧	௢௙	௉	∪	ொ

ௌ௨௣௣௢௥௧	௖௢௨௡௧	௢௙	௉
ቁ       (4) 

 By using the equation (3) and (4), all the 
rules that satisfy the user-specified minimum 
support ‘݉݅݊݌ݑݏ’ and minimum confidence 
 are retrieved. This in turn helps for	݂݊݋ܿ݊݅݉
efficient generation of association rules in a 
significant manner. The algorithmic description of 
Conditional Probability based Association Rule 
Generation is shown in below. 

// Conditional Probability based Association 
Rule Generation Algorithm 
Input: dataset ‘ܵܦ’ Items ‘ܫ ൌ ݅ଵ, ݅ଶ	, … . ݅௡’ , 
Transaction ‘ܶ ൌ ,ଵݐ ,	ଶݐ … .  ௡’,  minimum supportݐ
݌ݑݏ݊݅݉‘ ൌ 1’, minimum confidence ‘݂݉݅݊ܿ݊݋ ൌ
10’ 
Output: Efficient generation of frequent items 
(i.e.association rule generation) 

Step 1: Begin 
Step 2:    For each dataset ‘ܵܦ’ 
Step 3:         For each Transaction ‘ܶ’ 
Step 4:               Sort all rules according to support 
value using (3) 
Step 5:                If ( ܵ݌ݑ	 ൐  then (݌ݑݏ݊݅݉
Step 6:                      return ܵ݌ݑ 
Step 7:                End if 
Step 8:               Sort all rules according to 
confidence value using (4) 
Step 9:               If (݂݊݋ܥ	 ൐  then (݂݊݋ܿ݊݅݉
Step 10:                 return ݂݊݋ܥ 
Step 11:             End if 
Step 12:      End for 
Step 13:   End for 
Step 14: End 

Algorithm 1 Conditional Probability Based Association 
Rule Generation 

 As shown in Algorithm 1, the Conditional 
Probability-based Association Rule generation 
algorithm consisting of three steps. For each 
dataset and transaction, all rules are first sorted 
according to the support value. Secondly, all rules 
are then sorted according to the confidence value in 
order to obtain the derived association rule through 
conditional probability. Finally, comparison of 
support and confidence value is made with the 
user-defined minimum support and minimum 
confidence to measure the strength of the rule. This 
in turn assists for efficient generation of association 
rule which resulting in minimized number of 
associative rules being generated. 

3.2 Gravitational Search Algorithm for sensitive 
association rule selection 

In GS-SRS technique, Gravitational 
Search Algorithm (GSA) is introduced to select the 
sensitive rules is to be hided from the derived 
association rule for enhancing the privacy 
preservation of transactional database. The idea of 
GSA came from the Newtonian laws of gravitation 
and motion [21], which says that all objects move 
due to the attraction with each other by 
gravitational forces. Therefore, objects with 
heavier mass have stronger attraction and move 
slower than the objects with relatively smaller 
mass.  

Based on this fact, this work extended it 
by designing the gravitational search where data 
items with more cohesiveness has greater impact 
on the transactions rules being generated (i.e. mass 
interactions) than non- cohesive data items (i.e. 



Journal of Theoretical and Applied Information Technology 
31st May 2018. Vol.96. No 10 

  © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                         www.jatit.org                                                        E-ISSN: 1817-3195  

 
3052 

 

distance). Due to its fast convergence rate, the 
gravitational search is conducted to list the 
cohesive and non-cohesive items in each of the 
association rule generated for the given 
transactional database (i.e. search space). The rule 
comprising more cohesive items in turn is selected 
as sensitive rule is to be hided for improving 
privacy preservation of transactional database. The 
threshold is set for the selection of sensitive rules 
with the convergence of cohesive items and 
divergence of the non-cohesive items. The 
following Figure 3 shows the process of 
Gravitation Search model for sensitive rules 
selection. 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 Process Of Gravitation Search Model For 
Selection Of Sensitive Rules 

shown in the Figure3, Gravitation Search 
algorithm initially takes association rule as input. 
Then, this algorithm identifies cohesive data items 
and non cohesive data items (i.e. association rule). 
If association rule contains more cohesive items, 
then it selected as the sensitive rules otherwise it 
selects as non-sensitive rules. This efficient 
separation of cohesive and non cohesive data items 
helps to reduce the execution time for selecting 
sensitive rules. The Gravitational Search algorithm 
is based on the law of gravity is formulated as 
given below. 

ܨ ൌ ܩ ∗ ቀ
ெଵ∗ெଶ

ோଶ
ቁ         (5) 

From the equation (5), ܨ	denotes the 
gravitational force, ܩ is gravitational constant, ܯଵ 
and ܯଶ are the mass of the first and second data 
items and ܴ is the distance between two data items. 

In a Transactional database with N items, the 
position of the ݅௧௛item is defined as: 

௜ܺ ൌ ൫ ௜ܺ
ଵ … . , ௜ܺ

ௗ … . , ௜ܺ
௡൯݂ݎ݋	݅ ൌ 1,2, …… , ݊     (6) 

Where present the position of ݅௧௛item in 
the ݀௧௛dimension and ܰ is dimension of the search 
space. At time	ݐ, a force acts on mass ݅	from mass, 
݆ and this force ܨ௜௝

ௗ’is defined as: 

௜௝ܨ
ௗ ൌ ሻݐሺܩ

௠೛೔ሺ௧ሻ∗	௠೛ೕሺ௧ሻ

ோ೔ೕା∈
 ( ௝ܺ

ௗሺݐሻ െ ௜ܺ
ௗሺݐሻሻ      (7) 

Where is ܯ௣௜ active gravitational mass of 
item ݅, ܯ௣௝ is passive gravitational mass of item ݆, 
 is a small ∋ ,ݐ ሻis gravitational constant at timeݐሺܩ
constant and ܴ௜௝ሺݐሻ is Euclidian distance between 
two items ݅ and ݆ respectively. Then, the total force 
acting on mass, ݅ in the ݄݀ݐ dimension at time ݐ is 
definedas: 

௜ܨ
ௗሺݐሻ ൌ 	∑ ௝݀݊ܽݎ݂

ே
௝	∈௄஻௘௦௧,௝ஷ௜ ௜௝ܨ

ௗሺݐሻ                 (8) 

Where ݂݀݊ܽݎ௝ is a random number in the 
interval [0.0, 1.0], Kbest is the set of first ܭ items 
withthe best fitness value. The acceleration related 
to mass ݅	in time ݐ in the ݀௧௛dimension is given as 
follows: 

ܽ௜
ௗ ൌ 	

ி೔
೏ሺ௧ሻ

ெ೔೔ሺ௧ሻ
                                (9)             

From the equation (9), ܯ௜௜ is inertial mass 
of ݅௧௛item. The velocity of an item could be 
calculated as a fraction of its current velocity added 
to its acceleration. Position and velocity of agent is 
calculated as follows: 

௜ܸ
ௗሺݐ ൅ 1ሻ ൌ ௜݀݊ܽݎ݂ ௜ܸ

ௗሺݐሻ ൅ ܽ௜
ௗሺݐሻ (10) 

௜ܺ
ௗሺݐ ൅ 1ሻ ൌ ௜ܺ

ௗሺݐሻ ൅ ௜ܸ
ௗሺݐ ൅ 1ሻ  (11) 

Where ݂݀݊ܽݎ is a uniform random 
variable in the interval [0.0, 1.0]. Let ݊ number of 
rules be generated through conditional probability 
which is denoted as, 

ܴ௜ ൌ 	 ,ଵݎ ,ଶݎ … ,  ௡    (12)ݎ

Based on the rules being generated, the 
gravitation search model is introduced to select the 
sensitive rules. In order to evaluate the sensitive 
rules, best fitness and worst fitness are evaluated 
using maximization problem which is 
mathematically formulated as, 

൫	ݐݏ݁ܤ ௝ܴ൯ ൌ max ሺݐ݂݅ ௝ܴሻ   (13) 
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൫	ݐݏݎ݋ܹ ௝ܴ൯ ൌ min ሺݐ݂݅ ௝ܴሻ  (14) 

From the equation (13) and (14), 
൫	ݐݏ݁ܤ ௝ܴ൯denotes the best fitness at iteration ݆ and 
൫	ݐݏݎ݋ܹ ௝ܴ൯ denotes the worst fitness at iteration 
݆	respectively. Followed by this, the gravitational 
search is performed to identify the cohesive and 
non-cohesive items in each of the association rule 
generated for given transactional database. 

The fitness function provided in this 
algorithm based on high support value of the rule 
serves as a basic criterion in extracting association 
rules. On the other hand, support value of the rule 
is considered to be non sensitive and not interesting 
for the user. The threshold ܶ is set for the selecting 
the sensitive rules with the convergence of 
cohesive items and divergence of the non-cohesive 
items using gravitation constant. The gravitation 
constant is measured for each iteration	݆ is 
formulated as, 

ሺ݆ሻܴܩ ൌ ܶ݁ሺ
షೕ
೙
ሻ     (15) 

From the equation (15), the value of 
threshold ܶ is initialized at the start of selection of 
sensitive rules with ݊ representing the total number 
of iterations. Finally, using the gravitation constant, 
the rule comprising more cohesive items influences 
the privacy of an individual are selected as 
sensitive rule. It is formulated as given below. 

ܫܥ ൌ ൬
௙௜௧൫ோೕ൯ିௐ௢௥௦௧൫ோೕ൯

஻௘௦௧൫ோೕ൯ିௐ௢௥௦௧൫ோೕ൯
൰   (16) 

ܫܥܰ ൌ ൬
௙௜௧൫ோೕ൯ି஻௘௦௧൫ோೕ൯

஻௘௦௧൫ோೕ൯ିௐ௢௥௦௧൫ோೕ൯
൰  (17) 

 From the equation (16) and (17), the 
cohesive and non-cohesive items are differentiated 
with the rule comprising more cohesive items are 
selected as the sensitive rule. With the separation 
of cohesive and non-cohesive items, execution time 
for selecting sensitive rule is minimized in a 
significant manner. The algorithmic process of 
Gravitation Search based Sensitive Rule Selection 
is shown in below. 

// Gravitation Search based  Sensitive Rule 
Selection Algorithm 
Input: Frequent Item (ܫܨ), Set 
,1	݉݁ݐܫ) ,2	݉݁ݐܫ . . .  Association Rules (ܴ௜),(݊	݉݁ݐܫ
Output:Sensitive Rule (Best ( ௝ܴ)), Non Sensitive 
Rule (Worst ( ௝ܴ)), Occurrence Frequency (ܱܨ), 
Relative Frequency (ܴܨ), Threshold (ܶܪ), 
Cohesive Item (ܫܥ), Non Cohesive Item (ܰܫܥ) 

Step 1: Begin  
Step 2:    Initialize ܶܪ for ܴܨ in the range from 
0.0 to 1.0  
Step 3:    For each ܫܨ 
Step 4:         IF ((ܶ0.0=< ܪ) and (ܶ1.0=> ܪ)) 
Step 5:            Select ܫܨ as ܫܥ for corresponding	ܴ௜ 
and Sort Descending ܫܥ by Fitness 
Step 6:            Select all ܴ௜ with ܫܥ as Best ( ௝ܴ) 
Step 7:         else 
Step 8:            Select ܫܨ as ܰܫܥ for corresponding 
ܴ௜ 
Step 9:           Select all ܴ௜with ܰܫܥ as Worst ( ௝ܴ ) 
Step 10:     End if  
Step 11:     If ܶ0.0=> ܪ and no rule is sensitive 
Step 12:         Re-initialize ܶܪ with range value 
decremented to0.01 
Step 13:         Process step 1 to step 7 
Step 14:      Else 
Step 15:         List all the Best ( ௝ܴ ) and Worst ( ௝ܴ ) 
Step 16:      End if  
Step 17:      For ∀	FI	∈ Item do 
Step 18:        Calculate 
Acceleration_OF(Item[t+1],GI) 
Step 19:        Calculate Velocity_RF 
(Item[t+1],GI) 
Step 20:         If Frand() < S, ( ௜ܸ

ௗሺݐ ൅ 1ሻሻ then 
Step 21:            Exchange ( ௜ܺ

ௗሾݐ ൅ 1ሿሻ, t++ 
Step 22:            Sensitive Rule -> Best ( ௝ܴ) 
DiscoveredBestRules 
Step 23:        End if  
Step 24:      End for  
Step 25:   End for 
Step 26: End
 

Algorithm 2 Gravitational Search Based Sensitive Rule 
Selection 

As shown in algorithm 2, the threshold 
variance is initially set in the range of 0 to 1. The 
value of threshold variance changes during 
frequent item pruning, while evaluating the relative 
frequency to identify the sensitive and non-
sensitive items. When the threshold value lies 
between 0 and 1, frequent items are selected as 
cohesive items to the corresponding association 
rules and it is also chosen as the sensitive rule. 
When the condition is not satisfied, frequent items 
are selected as non-cohesive items to the 
corresponding associative rules, referred to as the 
non-sensitive rules. When the threshold value is 
less than or equal to zero, there is no occurrence of 
sensitive rules. So, the threshold value gets 
reinitialized and the process gets repeated. Finally, 
association rules that are selected as sensitive rule 
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is hidden in order to improve the privacy 
preservation of sensitive information’s in 
transactional database. 

4. EXPERIMENTAL SETUP 

Motivated by the work in Group 
Incremental Approach using Rough Set (GIA-RS) 
[1] and Locality Sensitive Hiding for Privacy 
Preserving (LSH-PP) [2] that deals with 
dynamically increasing dataset and has undergone 
an anonymization transformation, a Gravitational 
Search Based Sensitive Rule Selection (GS-SRS) 
technique is introduced to improve the selection of 
sensitive rules to enhance the business transactions 
using MATLAB tool. The objective of the 
following experiments is to shown the 
effectiveness and efficiency of the proposed GS-
SRS technique. Three datasets namely Taxi service 
trajectory, Tic-tac-toe and shuttle datasets are used 
in measuring the efficiency of GS-SRS technique. 
Their description is provided in the following 
sections.  

4.1 Dataset Descriptions 

4.1.1 Taxi service trajectory dataset 

The performance evaluation of GS-SRS 
technique is performed using Taxi Service 
Trajectory dataset extracted from UCI repository. 
The dataset includes entire Taxi Service Trajectory 
evaluation dataset comprising of 9 attributes 
(Trip_ID, Call_Type, Origin_Call, Origin_Stand, 
Taxi_ID, Timestamp, Day_Type, Missing_Data 
and Polyline) with the aid of Matlab. This dataset 
has been chosen because it gives a clear picture 
that helps in evaluating the trajectories performed 
by all the 442 taxis running in the city of Porto, in 
Portugal from the view of the company, where 
sensitive rules are hidden and the attributes (i.e. 
characteristics) are displayed to the customer. 

 

4.1.2 Tic-tac-toe dataset 

The Tic-tac-toe database encodes the 
complete set of possible board configurations at the 
end of tic-tac-toe games, where "x" is assumed to 
have played first. The target concept is "winning 
for x" (i.e., true when "x" has one of 8 possible 
ways to create a "three in-a-row"). 

4.1.3. Shuttle dataset 

The shuttle dataset comprises of 9 
attributes. All the nine attributes are numerical. The 
examples in the original dataset were in time order, 
and this time order is more suitable for 
classification. However, this was not deemed 
relevant for Stat Log purposes, so the order of the 
examples in the original dataset was randomised, 
and a portion of the original dataset is removed for 
validation purposes. All the experiments have been 
carried out on a personal computer with Windows 
7, Inter(R) Core (TM) i7-2600 CPU (2.66 GHz) 
and 4.00 GB memory. Experiment is conducted on 
the factors such as number of associative rules, 
selected sensitive rules, data utility rate, execution 
time for selecting sensitive rule, and size of the 
transaction database. The results of the metrics of 
GS-SRS technique is compared against with the 
existing methods such as Group Incremental 
Approach using Rough Set (GIA-RS) [1] and 
Locality Sensitive Hiding for Privacy Preserving 
(LSH-PP) [2]. 

4.1.4 Online Retail Data Set 

 The online retail data set is a transnational 
data set that includes the transactions occurring 
between 01/12/2010 and 09/12/2011 for a UK-
based and registered non-store online retail. This 
data set consists of 8 attributes namely InvoiceNo, 
StockCode, Description, Quantity, InvoiceDate, 
UnitPrice, CustomerID and Country. 

 

No. of 
association 
rules 

Accuracy Of Privacy Preservation (%) 

Taxi service trajectory dataset Shuttle dataset Online Retail Data Set 

GS-SRS GIA-RS LSH-PP GS-SRS GIA-RS LSH-PP GS-SRS GIA-RS LSH-PP

20 81.53 76.95 71.90 78.22 70.12 66.85 85.62 79.92 73.68 

40 83.65 78.16 72.86 79.56 73.25 69.52 87.25 82.36 75.91 

60 84.95 81.25 74.62 81.26 74.97 71.62 88.31 84.25 77.63 

80 86.29 82.93 77.26 84.62 77.54 72.96 89.96 85.96 78.92 

100 87.62 85.36 78.92 85.92 78.92 74.62 91.23 86.65 81.06 

120 89.63 86.97 80.26 87.32 80.20 77.25 93.65 89.36 84.26 

140 90.05 88.11 82.37 88.13 81.86 80.23 96.15 90.85 86.92 
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5. DISCUSSION 

The Gravitational Search based Sensitive 
Rule Selection (GS-SRS) technique is compared 
against the existing Group Incremental Approach 
using Rough Set (GIA-RS) [1] and Locality 
Sensitive Hiding for Privacy Preserving (LSH-PP) 
[2] using MATLAB tool. 

5.1 Case study 

The results in Tables 1 and 2 shows that 
the impact of accuracy obtained and execution time 
for selecting sensitive rules have a profound 
influence on the final rule hiding. This part 
employs Frequency Item (ܫܨ) and Cohesive Items 
 with Gravitational Search to conduct a brief (ܫܥ)
case study on the data set taxi service trajectory, 
shuttle and Online Retail dataset respectively.  
5.2 Case scenario 1: Impact of accuracy for 
privacy preservation 

The accuracy of privacy preservation 
measures the ratio of number of sensitive rules that 
are correctly hidden and number of non sensitive 
rules that are correctly exposed to the total number 
of association rules generated. The accuracy of 
privacy preservation (ܣ) measured in terms of 
percentages (%) and mathematically formulated as 
follows, 

ܣ ൌ

ۉ

ۈۈ
ۇ

௡௨௠௕௘௥	௦௘௡௦௜௧௜௩௘	௥௨௟௘௦	௧௛௔௧	௔௥௘	
௖௢௥௥௘௖௧௟௬		௛௜ௗௗ௘௡ା	

௡௨௠௕௘௥	௡௢௡	௦௘௡௦௜௧௜௩௘	௥௨௟௘௦	௧௛௔௧	௔௥௘	
௖௢௥௥௘௖௧௟௬	௘௫௣௢௦௘ௗ

௡௨௠௕௘௥	௢௙	௔௦௦௢௖௔௧௜௢௡	௥௨௟௘௦	௚௘௡௘௥௔௧௘ௗ

ی

ۋۋ
ۊ
∗

100						ሺ18) 

From the equation (18), the privacy 
preservation accuracy is measured. While the 
accuracy of privacy preservation is higher, the 
method is said to be more efficient. 

Table 1 Tabulation for accuracy of privacy preservation 
using Taxi service, Shuttle and Online Retail dataset 

 

Table 1 show the accuracy of privacy 
preservation results is obtained with respect to 
different number of association rules in the range 
20-140 using three datasets namely taxi service, 
shuttle and online retail data set. From the table 
value, it is illustrative that the accuracy of privacy 
preservation using proposed GS-SRS technique is 
higher as compared to other existing works using 
all three datasets. 

 

Figure 5 a) Measure of accuracy of privacy preservation 
using Taxi Service Trajectory dataset 

 

 

Figure 5 b) Measure of accuracy of privacy preservation 
using Shuttle dataset 

 

 

Figure 5 c) Measure of accuracy of privacy preservation 
using Online Retail dataset 

Figure 5 shows the impact of privacy 
preservation accuracy results is obtained versus 
different number of association rules using three 
datasets namely taxi service, shuttle and online 
retail data set. As exposed in figure 5 a), b) c), 
proposed GS-SRS technique is provides better 
accuracy for privacy preservation while compared 
to existing GIA-RS [1] LSH-PP [2].  This is due to 
application of Gravitational Search Based Sensitive 
Rule Selection algorithm. By using this algorithmic 
process, proposed GS-SRS technique selects the 
sensitive rules to be hided and thereby efficiently 
hides the sensitive information about the 
transactional databases in order to preserve the 
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privacy.  This in turn helps for improving the 
accuracy of privacy preservation in an effective 
manner. Therefore, proposed GS-SRS technique 
increases the accuracy of privacy preservation by 
4% as compared to GIA-RS [1] and 11% as 
compared to LSH-PP [2] when using Taxi Service 
Trajectory dataset. Further, proposed GS-SRS 
technique improves the accuracy of privacy 
preservation by 8% as compared to GIA-RS [1] 
and 12% as compared to LSH-PP [2] when using 
shuttle dataset. For applying the online retail 
dataset, proposed GS-SRS technique improves the 
accuracy of privacy preservation by 5% as 
compared to GIA-RS [1] and 12% as compared to 
LSH-PP [2] respectively. 

5.3 Case scenario 2: Impact of execution time 
for selecting sensitive rule 

The second case scenario considered for 
rule hiding is the execution time for selecting 
sensitive rule. To measure the execution time, two 
factors are considered, namely, number of 
associative rules and the time required to extract 
the cohesive item. To this, 20 to 140 association 
rules were considered at different intervals and 
seven iterations performed to measure the 
execution time. The comparison of execution time 
for selecting sensitive rule is presented in table 2 
with respect to the number of associative rules 
generated for the given transaction database (Taxi 
Service Trajectory and Shuttle) at varied time 
intervals. As shown in the table, that it is feasible 
to perform rule hiding based on the experimental 
settings of associative rules selected to determine 
the execution time. 

The execution time determines the time 
required for association rule generation and 
sensitive rules selection.  The execution time is 
measured in terms of milliseconds (ms) and 
mathematically formulated as, 

ܶܧ ൌ ݊ ∗ ݊݋݅ݐܽݎ݁݊݁݃	݈݁ݑݎ	݊݋݅ݐܽ݅ܿ݋ݏݏሺܽ݁݉݅ݐ ൅
ሻ  (19)݊݋݅ݐ݈ܿ݁݁ݏ	݈݁ݑݎ	݁ݒ݅ݐ݅ݏ݊݁ݏ
  

From the equation (19), the execution 
time ܶܧ for association rule generation and 
sensitive rules selection is obtained. To investigate 
upon the factors impacts the results of execution 
time, the technique apply the Gravitation Search 
algorithm to further check the results for the given 
transactional database. In table 2 it employ the 
Gravitation Search algorithm to arrive at the 
execution time. With increase in the number of 
associative rules, the execution time for selecting 

sensitive rule is also increased though not observed 
to be linear. This is because of the different types 
and nature of the transaction, collected at different 
time intervals based on the GPS data stream that 
invariably varies according to the timestamp.  

Table 2 Tabulation for execution time using Taxi Service 
Trajectory and Shuttle and Online Retail dataset 

No. of 
Association 

Rules 

T
ax

i S
er

vi
ce

 T
ra

je
ct

or
y 

d
t

t

GS-SRS GIA-RS LSH-PP 

20 12.6 15.1 18.8 
40 17.1 18.5 23.6 
60 20.5 24.9 27.2 
80 25.9 30.7 33.8 

100 29.3 33.2 39.6 
120 32.4 35.8 42.7 
140 36.7 40.4 48.3 
20 

S
hu

tt
le

 d
at

as
et

 10.2 13.5 16.7 
40 12.6 16.9 20.3 
60 18.6 21.3 26.4 
80 21.5 28.5 31.7 

100 23.6 31.7 36.2 
120 27.1 33.4 40.1 
140 32.8 38.9 44.8 
20 

O
nl

in
e 

R
et

ai
l 

d
t

t

8.2 11.6 14.9 
40 10.5 13.9 17.2 
60 16.4 18.3 22.8 
80 19.6 22.5 26.3 

100 22.2 27.6 30.4 
120 25.9 30.8 33.7 
140 30.5 32.7 35.8 

To ascertain the performance of the 
execution time for selecting sensitive rule, 
comparison is made between two other existing 
methods Group Incremental Approach using 
Rough Set (GIA-RS) [1] and Locality Sensitive 
Hiding for Privacy Preserving (LSH-PP) [2] 
applying the taxi service trajectory and shuttle and 
online retail dataset. 

 

Figure 6 a) measure of execution time using taxi service 
trajectory dataset 
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Figure 6 b) Measure of execution time using Shuttle 
dataset 

 

Figure 6 c) Measure of execution time using Online 
Retail dataset 

Figure 6 a), b), c) shows a measure of 
execution time for sensitive rule selection using 
Taxi service trajectory, shuttle dataset, and online 
retail dataset. From figure 6 a), b), c) , it is found 
that the execution time for selecting sensitive rule 
is less using the proposed GS-SRS technique when 
compared to the two other existing methods. Also 

by applying shuttle dataset, it showed better 
performance when compared to the taxi service 
trajectory. With the application of Gravitation 
Search algorithm, the cohesive and non-cohesive 
data items are measured for extracting the sensitive  

Table 3 Tabulation for memory consumption using Taxi 
Service Trajectory and Tic-tac-toe dataset and Online 

Retail dataset 

 

rules. This separation of cohesive and non-cohesive 
items minimizes the execution time while selecting 
sensitive rules using GS-SRS by 15% as compared 
to GIA-RS [1] and 36% as compared to LSH-PP 
[2] while using Taxi Service Trajectory dataset. 
Besides, by applying the gravitational constant, 
best fitness and worst fitness are evaluated. 
Followed by this, the gravitational search 
performed to identify the cohesive and non-
cohesive items for the given transactional database, 
which further reduces the execution time for 
selecting sensitive rule using GS-SRS technique by 
27% as compared to GIA-RS [1] and 50% as 
compared to LSH-PP [2] while Shuttle dataset. 
Besides for applying the online retail dataset, 
proposed GS-SRS technique reduces the execution 
time by 22% as compared to GIA-RS [1] and 43% 
as compared to LSH-PP [2] respectively. 

5.4 Case scenario 3: Impact of memory 
consumption 

Finally, the third case considered is the 
memory consumption. To measure the memory 
consumption, three variables namely, the memory 
consumption for deriving sensitive rules, the 
memory for cohesive and memory for non-
cohesive are used. Convergence characteristics for 
the measure of memory consumption for 14 
iterations are taken into consideration and 
compared with two other methods.  
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No. of 
iterations 

Memory Consumption (MB) 
Taxi Service Trajectory 
dataset 

Shuttle dataset dataset Online Retail dataset 

GS-
SRS 

GIA-
RS 

LSH-PP GS-
SRS 

GIA-
RS 

LSH-
PP 

GS-
SRS 

GIA-
RS 

LSH-
PP 

2 3.4 4.8 5.5 2.5 3.6 4.2 1.9 2.4 3.5 
4 4.1 5.5 6.2 3.1 4.2 4.8 2.2 3.2 4 
6 4.8 5.8 6.5 3.3 4.4 5 2.7 3.9 4.9 
8 4.2 5.6 6.3 3.6 4.7 5.3 3.1 4.3 5.2 
10 5.3 6.7 7.4 3.9 5 5.6 3.9 4.7 5.4 
12 5.5 6.9 7.6 4.3 5.4 6 4.3 5.1 5.7 
14 5 6 6.7 4.5 5.6 6.2 4.5 5.3 5.9 
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With two iterations considered, the 
memory consumption for cohesive items was 
found to be 1MB (2MB using GIA-RS and 2MB 
using LSH-PP) and with that for obtaining non-
cohesive items to be 1MB (2MB using GIA-RS 
and 2MB using LSH-PP), whereas the memory 
required for obtaining sensitive rules is found to be 
1MB using GS-SRS technique, GIA-RS and LSH-
PP respectively. Memory consumption for 
cohesive and non-cohesive items is mathematically 
formulated as given below. 

ܯ ൌ ሺܴܵሻܯ െ ሾܯሺܫܥሻ ൅ܯሺܰܫܥሻሿ  (20) 

The memory consumption is measured in 
terms of megabytes (MB). While the memory 
consumption for achieving privacy preservation is 
lower, the method is said to be more efficient. 

 

 

Figure 7 a) Measure of memory consumption using 
Taxi Service Trajectory dataset 

 

 

Figure 7 b) Measure of memory consumption using 
Shuttle dataset dataset 

 

Figure 7 c) Measure of memory consumption using 
Online Retail dataset 

 The targeting results of memory 
consumption for cohesive and non-cohesive item 
generation using GS-SRS technique is compared 
with two state-of-the-art methods [1], [2] in Figure 
7 a), b), c) is presented for visual comparison based 
on the number of iterations. This technique differs 
from the GIA-RS [1] and LSH-PP [2] in that, the 
technique have incorporated gravitational search in 
that cohesive and non-cohesive items are listed for 
the given transaction database in a much shorter 
period of time. The threshold is set for the selecting 
the sensitive rules with the convergence of 
cohesive items and divergence of the non-cohesive 
items using gravitation constant. As a result, the 
memory consumption for cohesive and non-
cohesive items generations using GS-SRS 
technique is decreased by 28% as compared to 
GIA-RS [1] and 44% as compared to LSH-PP [2] 
while using Taxi Service Trajectory dataset. 
Though nine attributes were used in Tic-tac-toe and 
Taxi Service Trajectory dataset, with samples 
greater than Taxi Service, the memory consumed is 
lesser because of a single factor considered (win 
for x). Therefore, the memory consumed using GS-
SRS when applied with Tic-tac-toe dataset is 33% 
reduced when compared to GIA-RS and 51% 
reduced when compared to LSH-PP respectively. 
Besides for applying the online retail dataset, 
proposed GS-SRS technique reduces the memory 
consumption by 30% as compared to GIA-RS [1] 
and 60% as compared to LSH-PP [2] respectively. 

6  CONCLUSIONS 

 The Gravitational Search Based Sensitive 
Rule Selection Algorithm (GS-SRS) presented in 
this work is concluded as an effective sensitive rule 
selection technique for preserving the privacy of 
transactional database. The GS-SRS technique 
improves the selected sensitive rules that enhance 
the performance of decision making in   business 
and/or association rule hiding technique for privacy 
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preservation. The goal of Gravitational Search 
Based Sensitive Rule Selection is to select the 
sensitive association rules generated from frequent 
item sets, extracted from the transactional database 
to enhance the privacy of business transactions 
with support count and confidence value. This GS-
SRS technique first designed a conditional 
probability-based association rule selection that 
measures the support and confidence value based 
on the conditional probability which resulting in 
generation of association rules. In addition with the 
derived associative rule, Gravitational Search 
Based Sensitive Rule Selection Algorithm (GS-
SRS) is designed to list the cohesive and non-
cohesive items in each of the association rule 
generated and therefore reduces the execution time 
for selecting sensitive rules. Finally, the 
Gravitation Search model efficiently selects the 
sensitive rules for hiding and thereby preserving 
the privacy of transactional data base which 
resulting in improved accuracy of privacy 
preservation. The efficiency of GS-SRS technique 
is test with the metrics such as accuracy of privacy 
preservation, execution time and memory 
consumption using three datasets namely taxi 
trajectory,  Tic-tac-toe dataset, shuttle and online 
retail dataset . With the experiments conducted, it 
is observed that the GS-SRS technique provided 
more accurate results as compared to state-of-the-
art works. The experimental results demonstrate 
that GS-SRS technique is provides better 
performance with an improvement of accuracy of 
privacy preservation and reduction of execution 
time when compared to the state-of-the-art works. 
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