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ABSTRACT 
 

A soft modelling approach for describing behaviour in on-line user communities is introduced in this work. 
Behaviour models of individual users in dynamic virtual environments have been described in the literature 
in terms of timed transition automata; they have various drawbacks. Soft multi/agent behaviour automata 
are defined and proposed to describe multiple user behaviours and to recognise larger classes of user group 
histories, such as group histories which contain unexpected behaviours. The notion of deviation from the 
user community model allows defining a soft parsing process which assesses and evaluates the dynamic 
behaviour of a group of users interacting in virtual environments, such as e-learning and e-business 
platforms. The soft automaton model can describe virtually infinite sequences of actions due to multiple 
users and subject to temporal constraints. Soft measures assess a form of distance of observed behaviours 
by evaluating the amount of temporal deviation, additional or omitted actions contained in an observed 
history as well as actions performed by unexpected users. The proposed model allows the soft recognition 
of user group histories also when the observed actions only partially meet the given behaviour model 
constraints. This approach is more realistic for real-time user community support systems, concerning 
standard boolean model recognition, when more than one user model is potentially available, and the extent 
of deviation from community behaviour models can be used as a guide to generate the system support by 
anticipation, projection and other known techniques. Experiments based on logs from an e-learning 
platform and plan compilation of the soft multi-agent behaviour automaton show the expressiveness of the 
proposed model. 

Keywords: Community Behaviour, User Behaviour, User Interaction, Timed Transition Automaton, 
Elearning, Automated Planning 

 
1. INTRODUCTION AND RELATED WORKS 
 

In the research community of user 
behaviour modelling, several approaches focus on 
formalising user session and user behaviour based 
on developing measures, analysing user-action 
histories or navigation histories [1][2][3][4]. 

When describing the behaviour of a user 
group, relationships can be modelled in an explicit 
way by adding relationship models to individual 
user models (for example in social networks [5]) or 
in an implicit way by analysing interactions among 
users (for an overview see [6]). Most of the existing 
approaches focus on an a-posteriori analysis of user 
histories or group interactions to obtain a 
description of usage patterns of a website or 
interaction patterns in a virtual environment, with 

the aim of better addressing target user types or 
users interacting in a certain way. 

In adaptive web systems, a stronger claim 
is asserted (see [7], in particular [3] and [8]): a real-
time community monitoring and user 
modelling/profiling are needed in order to put into 
force immediate adaptations. In [2], [9], [10] and 
[11] some automaton based models are presented in 
which the user history defined as a sequence of 
actions are parsed by finite state automata that 
represent patterns of actions and hence are 
conceived as user behaviour models. A drawback 
of such approaches is that they sharply separate the 
class of user histories conform to the constraints 
defined by the behaviour model and those deviating 
from it. In this case, in fact, the behaviour model is 
merely a “minimum necessary behaviour pattern”, 
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and no deviations from it are admitted. Therefore, 
the information they are able to give about the user 
is if his/her history is accepted or rejected by the 
behaviour model automaton and not to give 
information about how his/her behaviour is near to 
or far from the behaviour model. 

The aim of this work, introduced and 
explained the following paragraphs, is to define a 
notion of soft multiagent behaviour automaton 
which extends the soft user modelling framework 
described in [10], [11]. We will show how the new 
framework can be used for community behaviour 
modelling in a general dynamic virtual system 
using quantitative examples and experimental 
results for community behaviour recognition are 
discussed. Details about the model translation and 
implementation of planning problems are described 
in [11]. 
 

2. TIMED AUTOMATA FOR USER 
BEHAVIOUR 

 

2.1 Multiagent Behaviour Automata (MBA) 
The use of timed transition automata 

(TTA) [10] for describing the behaviour of a single 
user has been proposed in [4], [10], [12].They 
model the behaviour of the single user operating in 
a structured interface environment (e.g., e-learning 
platforms, webmail clients, content management 
platforms) by a TTA, a state transition diagram 
extended with time constraints, where each action 
performed by a user is matched by a state transition 
label. The timed language accepted by the TTA 
represents the legal behaviour in the model. In other 
words, if the sequence of user actions, i.e., the user 
history, is parsed by the automaton, then the 
corresponding user behaviour is recognised. A 
number of drawbacks have been observed on the 
TTA approach: the model only accounts for the 
behaviour of a single user not allowing to model for 
interaction; the parsing process produces a crisp 
yes/no answer, i.e., exceptions or minor deviations 
from the ideal behaviour model represented by the 
TTA are not allowed. 

In order to overcome these limits, we 
introduce the formal notion of soft multiagent 
behaviour automaton (SMBA), where an SMBA 
can be viewed as a double extension of TTA: 1) 
actions are executed by a group of users/agents; 2) 
the semantics of the parsing process is defined on 
the notion of deviation measure, i.e. a form of 
distance of the observed behaviour from the 
language of histories. 

In the following, we first introduce 
multiagent behaviour automata based on TTA [10] 
[13], then the soft automata are defined through the 
concept of deviation measures; the soft parsing 
semantics and algorithms are finally given. The 
terms user and agent will be used interchangeably. 

 
Definition 2.1 Multiagent Behaviour Automaton. 
A Multiagent Behaviour Automaton (MBA) is a 
tuple (Σ, W, S, s0, C, E) where: 

 Σ is a set of actions, W = U ∪ V with U a 
finite set of agents/users and V a set of user 
variables, 

 S is a finite set of states, s0 ∈ S is an initial 
state, 

 C is a finite set of clocks,  

 E ⊆ S × S × Σ × W × 2
C × 2

V × Φ(C) defines 
the transition table for the automaton. 

Each transition e ∈ E is a 6-ple e = (s, sl, a, 
w, RC , RV , δ) representing a transition from state s to 

state sl which occurs when action a is executed by 
agent denoted by w at time τ and clock constraints 
δ are verified by the current values of clocks; the 
transition also resets to 0 the subset RC ⊆ C of 
clocks, and reset the bindings of variables in RV . 

Clocks allow expressing time constraints 
such as durations relative to subpatterns in the 
transition diagram. Clocks are initialised to 0, and 
they are updated as time advances. Clock constraints 
Φ(C) are defined by δ:= x ≤ c|c ≤ x|¬δ|δ ∧ δ where x 
∈ C is a clock and c is a rational constant. User 
variables, denoted by ?u ∈ V, allow to refer to 
different actions executed by the same user without 
committing to a specific one. During the parsing 
process, a user variable ?u can be bound to any user 
constant u ∈ U , the binding holds until a transition 
reset the variable. By convention user variables are 
constrained to be bound to distinct users, while 
symbol ”*” matches any user. 

 
Definition 2.2 Group History. A group history 

on a set of actions Σ and a set of agents U, is a 
finite sequence of triple [(a0, u0, τ0) . . . (ak , uk , τk )] 
where ai ∈ Σ,ui ∈ U , τi ∈ R for i ∈ [0, k] with τi ≤ 
τi+1, i ∈ [0, k − 1] 

Definition 2.3 Run of Multiagent Behaviour 
Automaton. A run of an MBA is a group history 
which defines a sequence of legal state transitions 
from the initial state s0. 
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Note that in this automaton model there is 
no notion of final acceptance state(or equivalently 
all states can be considered final) since we are 
interested in recognising behaviour also from 
partial observations histories. 

 
 

 

Figure 1:Ideal dialogue automata model in forum 

Definition 2.4 Group Behaviour Model. The 
group behaviour model defined by an MBA A = 
(Σ, W, S, s0, C, E) is the set of all group histories 
which correspond to consistent runs of the 
automaton starting in s0, i.e. an history w = [(ai, 
uj , τi)] with i ∈ [0, k], uj ∈ U is also w ∈ L(A) if 

exists a run from s0 with each transition (s, sl, uj , 
ai, RC, δ) taking place at time instant τi. 

According to automata theory, we can also 
see a group behaviour model as the timed language 
L(A) accepted by an MBA.  

In Fig.1, Fig.2 and Fig.3, three models of 
community behaviour in forums are described in 
terms of multiagent behaviour automata. It is worth 
noticing that by the ∗ symbol denotes any user in U 
without the possibility of referencing him/her later; 
by ?ui we mean a named variable in the set U, that 
is, a generic user that can be referenced later. 
Moreover two user variables ?ui and ?uj are 
supposed to assume different values if i ≠j and 
equal values if i=j . The command Reset ?ui makes 
the variable ?ui losing its actual value, which 
becomes then undefined. 

 
2.2 Soft Multiagent Behaviour Automaton 

The former notion of group behaviour 
entails ideal models, which are too strict to account 
for real situations where the group behaviour does 
not entirely respect the automaton scheme. In order 
to relax this requirement, we introduce a more 
flexible notion of Soft Multiagent Behaviour 
Automaton(SMBA) which is able to accept a 
broader set of histories, and rates user group 

histories according to a measure of deviation from 
the ideal behaviour model. 

 

 
Figure 2. Group forming model for a 4-person group 

in a forum 

For example, the relaxed SMBA would accept 
group histories with additional unexpected actions, 
with some missing actions, with actions which 
violate the temporal constraints or action which are 
executed by an unexpected agent. The degree of 
deviation from the strict MBA group behaviour 
model is defined by specific measures which 
estimate the different kind of violations of the 
transitions, and assign a different penalty when the 
soft automaton accepts an illegal history. 

Definition 2.5 Soft Multiagent Behaviour 
Automaton. 

A soft multiagent behaviour Automaton (SMBA) 
is a tuple  

AS = (A, µ1, µ2, π, σ, θ) 
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where A is an MBA, and µ1, µ2, π, σ, θ are 
deviation measures defined in the following. 

 

 
Fig. 3.   Moderated Group Behaviour Model in forums 

 

Definition 2.6 Action Matching. An action 
matching deviation measure 

 µ1: Σ × Σ → R+ 

is a function, which assigns a non-negative 
penalty value µ1(a, b) to each pair of action 
symbols a, b ∈ Σ and where µ1 (a, a) = 0. 

Definition 2.7 User Matching. A user matching 
deviation measure is a function 

µ2: U × U → R0
+ 

where µ2(u1, u2) assigns a non-negative penalty 
value to each pair of user symbols 

u1, u2 ∈ U and where µ2(u1, u1) = 0. 

Definition 2.8 Time Constraint. A time 
constraint violation measure is a function 

θ: ∆ × T → R0
+ 

where ∆ is the set of the time constraints δ present 
on the edges in the automaton and T is the set of 
the time stamps τ in the input history. The 
measure of time constraint violation is based on the 
fact that a time constraint δ defines a subset of real 
numbers [14][15][16]. Hence it is possible to check 
if τ ∈ δ in which case θ=0. Otherwise θ > 0 is 
defined and calculated as the distance between τ 
and δ in the real domain. 

Since violations of type action matching, 
user matching and time constraints can occur at the 
same time, the respective measures are combined 
into a soft matching measure [17] [18] defined as  

µ1(a, b) + µ2(u1, u1)+ θ(δ, τ ) 
 

Definition 2.9 Extra Input Symbol. An extra 
input Symbol or skip symbol deviation measure is a 
function 

π: Σ × S → R0
+ 

where π(a, si) assigns a penalty if in the current 
input token of the history being parsed there is an 
extra symbol a without an edge starting from si 
labelled a. In this case, the parser remains in the 
same state skipping the current token. 

Definition 2.10 State Skip. A State Skip 
deviation measure is a function 

σ : T → R0
+ 

where T = {(si, sj ) | si, sj ∈ S and ∃a ∈ Σ, RC ⊆ C, 
δ∈ Φ(C) t.c.∃e =(si, sj , a, w, RC , δ)}. 

The function σ assigns a penalty when the 
action symbol a of the current token (a, u, τ ) does 
not match any legal transition from si to sj , but the 
parser jumps to sj without parsing the current token. 
A transition from si to sj is required to exists in the 
MBA. 

The soft parsing semantic of SMBA based 
on deviation measures [6], [19]–[23], [16], [24]–
[37] can be described by a global deviation γ, 
initially set to zero and incremented by the 
appropriate amount of penalties every time a 
violation of the strict MBA parsing process occurs. 
Note that regular transitions do not increment γ. 

 

 
Definition 2.11 Behaviour Deviation.  For each 

history h, a measure of behaviour deviation γ(h) is 
defined as the minimal deviation which can be 
obtained by parsing h i n  the SMBA. 

Table 1: Extra Input Symbol. 
Extra Input Symbol Case 

 

Input 
word 
MBA 

Automaton 

↓ 
_ _ (a,u,τ )_ _ 

 

 

           ↓ 
_ _(a,u,τ )_ _ 

 

 

Notes: 

Measure of Extra Input Symbol π(a, si ) is 
taken and γ is updated: γ := γ + π(a, si ) 

Ex.:  (x, u, τ )(y, u, τ )(z, u, τ ) ∈ L(A) 
(x, u, τ )(y, u, τ )(a, u, τ )(z, u, τ ) ∈ LS (A) 
 
While parsing history (a, u, τ ) in input 
history the current state   si  is left 
unchanged. 
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The extended soft notions of run and 
behaviour model (or accepted language) of an 
SMBA are straightforward. Note that differently 
from MBA, any history is soft- accepted by the 
SMBA with a specific measure of behaviour 
deviation [38][39]. It is apparent that the subset of 
the SMBA accepted language with deviation γ = 0 
corresponds to the strict MBA behaviour model. 

 
Table 1, table 2 and table 3 show the main 

categories of deviation from the model which can 
occur during parsing. 
 

 

 

3. THE ALGORITHM 
 
Given a SMBA AS where s is the current 

state and w = (a, u, τ ) is the current token of a 
group history and γ is the current evaluation of the 
behaviour deviation measure, we build an algorithm 
SOFTParse(s,w,γ), see Fig.4, that returns a set of 
parsing deviation evaluation values corresponding 
to the different possible deviations in evaluating a , 

The overall deviation measure [19], [22], 
[16], [25], [28], [30], [40] for a group history is 
then: 

γ(w, A1 ) = min{SoftParse(s0, w, 0)} 
 
Note that if w is accepted by the 

corresponding multiagent behaviour automaton A 
then γ(w, AS ) = 0, or equivalently, L(A) ⊆ L(AS ). 

The pseudocode of the SOFTParse 
algorithm is shown in Table 4 and Table 5 below. 

 

 
 

4 EXPERIMENTS 
 

The SMBA has been implemented using 
the planning techniques described in [36]–[38] 
extended to the multi-agent case. The tests have 
been executed on Intel Pentium IV 3.00GHz with 
1GB of RAM running the operating system Linux 
and using the FF metric planner [42]. 

 
Table 4: The SOFTParse Algorithm 

 
FUNCTION  SOFTParse(s,w,γ) 
REQUIRE 
s current state in an SMBA 
AS, 
w  current  token  history, 
γ current evaluation of the 
behaviour deviation measure 
IF  w = tt // tt is terminal 
token 
RN γ  
//end of parsing 
END IF 
Let w := (a0, u0, τ0)wt  

//(a0, u0, τ0) is the current 
//token symbol in w 
//Non  deterministically 
// execute the following 
steps 
// SEE TABLE 5 
//1 - EXACT SYMBOL MATCHING    γ1,j 

//2 - SOFT MATCHING          γ2,j 
//3 - EXTRA INPUT SYMBOL     γ3,0 
//4 - STATE SKIPPING       γ4,j 
RETURN min i,j{γi,j} 

 

Table 2: State Skipping. 
State Skipping Case 

 
Input word 

 
 

MBA 
Automaton 

              ↓ 
_ _ (a,u,τ )_ _ 
 

 

                          ↓ 
_ _ (a,u,τ ) _ _ 

 

 

Notes: Measure of State Skip σ(si ,sj) is taken, 
and γ is updated: γ: = γ + σ( si ,sj) 

Ex.: 

(x, u, τ )(y, u, τ )(a, u, τ ) ∈ L(A)  

(x, u, τ ) (a, u, τ ) ∈ LS (A) 

 

A transition on the automaton is made from 
state si to state  sj  without parsing any 
symbol within the input history. 

 

Table 3: Soft Matching. 

Soft Matching Case 
 

Input word 
 

MBA 
Automaton 

 

       ↓ 
_ _ (a,u,τ )_ _ 

 

 

                     ↓ 
_ _ (a,u,τ ) _ _ 
 

 

Notes:  Measure of Action and User Matching 
µ1 (a, b), and µ2 (u, v) and Measure of Time 
Constraint Violation θ(δ, τ ) are taken and γ 
is updated: γ: = γ+µ1 (a, b) + µ2 (u, v)+θ(δ, τ ) 

Ex1.: (x, u, τ )(b, v, τ )(y, u, τ ) ∈ L(A) 
          (x, u, τ )(a, v, τ )(y, u, τ ) ∈ LS (A) 
Symbol a in input history is being made 

correspond to the symbol b on the edge si-sj 
. 

Ex2.: (x, u, τ )(b, v, τ )(y, u, τ ) ∈ L(A) 
         (x, u, τ )(b, u, τ )(y, u, τ ) ∈ LS (A) 
Agent u in input history is being made 
correspond to the agent v on the edge si-sj . 
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Table 5: The SOFTParse nondeterministic steps 
 
 
//1 - EXACT SYMBOL MATCHING 
//2 - SOFT MATCHING 
//3 - EXTRA INPUT SYMBOL 
//4  - STATE SKIPPING 
 
//1 - EXACT SYMBOL MATCHING 
FOR EACH transitions j 

(s, st, a0, u0, Λ, δ) ∈ E 
DO 

γ1,j := 
SoftParse(st, wt, γ + θ(δ, 

τ0) 
 

END FOR 
 
//2 - SOFT MATCHING 
FOR EACH transitions j 

(s, st, a, u, Λ, δ) ∈ E 
with a  a0  OR u  u0  

DO 
γ2,j := 

SoftParse(st, wt, γ + µ1(a, a0)+ 
    + µ2(u, u0) + θ(δ, τ0)) 
END FOR 
 
//3 - EXTRA INPUT SYMBOL a0 
γ3,0 := 

SoftParse(s, wt, γ +π(a0, s)) 
 

 
//4  - STATE SKIPPING 
FOR EACH  transitions j 

(s, st, a, u, Λ, δ) ∈ E 
DO 
γ4j := 
SoftParse(st, wt, γ + σ(s,st)) 

END FOR 

 
 
In the following, some examples are 

detailed to show how the proposed approach can be 
applied in an e-learning domain. Let us consider 
the models of forum community behaviour 
depicted by means of multiagent behaviour 
automata in Figures 1, 2 and 3 and the following 
four histories of user groups [43], shown in table 
5, extracted from real e-learning platform’s 
sequences of log files from Seq1 to Seq4 where 
timestamps values are intended in minutes. 

The soft parsing of these community 
histories [44][45][46] by the soft multiagent 
behaviour automata and their deviation measures 
are described below. Since all the examples derive 
from the same domain, the same deviation 
measures [47][48][49] will be used for the three 
SMBAs. In particular: 

(1) action matching deviation measure µ1 is 

computed as defined in Table 7; 

(2) user matching deviation µ2 = 0 if the agent 
in the input history corresponds to the user 
variable defined on the automaton edge, µ2 
= 20 otherwise; 

(3) time constraint violation measure θ  is 
defined in terms of real distance measured 
in minutes (time constraints were used only 
in the group moderator model); 

(4) extra input symbol deviation measure: 
π(a, s) = 0 if a = add  discussion and s 
= s0, π(a, s) = ∞ if a = add discussion 
and s ∈ S −{ s0} or the unexpected 
action is read or write and s = s0. In 
remainder cases π(a, s) = 10 for read 
as extra action and π(a, s) = 30 for write 
as extra action; 

(5) the state skip deviation measure: σ(s0, 
s1) = ∞, σ(si, sj ) = 20 when the edge si 
- sj in the automaton is labeled read 
and σ(si, sj ) = 50 when it is labeled 
write.. 

 
 

Table 8: E-learning sample sequences Seq1-2 
 

 
Seq1: 
[(0, add discussion, A) 
(1483, Read,B) 
(1484, Write,B) 
(2702, Read,C) 
(2704, Write, C) 
(2705, Read, C)  
(2768, Read, A) 
(2773, Write, A) 
(3864, Read, D) 
(3866, Write, D) 
(3881, Read, A) 
(4083, Read, C) 
(9637, Read, C)] 

 
Seq2:  
[(0,add discussion,A) 
(1087, Read,D) 
(1088, Write,D) 
(1720, Read, C) 
(1724, Write, C) 
(2495, Read, A) 
(2496, Read, A) 

(2569, Read, T)] 
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Table 7 below describes a fragment of the 
evaluation table used for computing the action 
matching deviation measure. 

 
Table 7: Action Matching Deviation Measure µ1 

Evaluation Table 
     µ1(ai, aj) add discussion read write 
add discussion 0 ∞ ∞ 
read 60 0 10 
write 20 30 0 

 
 

4.1 Discussion of group histories Seq1 and Seq2 
` 
Analogously, Seq2 can be parsed by the 

Group Forming Behaviour Model represented in 
figure 3. As in this framework, final states are not 
previewed, the algorithm ends in s5 with γ = 0. 

 
 

4.2 Discussion of group histories Seq3 and Seq4 
Seq3 is an example of dialog that can be 

parsed by the Ideal Dialog Model represented in 
figure 1. In this case, there is a soft run that will 
results with γ = 0 ending in state s4. 

See Table 8 for details. 
 

Table 8: E-learning sample sequences Seq1-2 
 
Seq3: 
[(0, add discussion, C) 
(348, Read, A) 
(349, Read, A) 
(352, Write, A) 
(444, Read, C) 
(1122, Read, A) 
(1618, Read, T) 
(3161, Read, T)] 
 
 
Seq4: 
[(0, add discussion, T) 
(123, Read, D) 
(159, Write, D) 
(1605, Read, T) 
(1614, Read, T) 
(1616, Write, T) 
(1678, Read, T) 
(2584, Read, C) 
(2617, Write, C) 
(3944, Read, A) 
(4123, Read, B) 
(4158, Read, T) 
(4290, Read, A)] 

 
 

Finally, Seq4 is an example corresponding 
to the model of group behavior  in a moderated 
forum (see figure 3) where agent ?u1 is the forum 
moderator who reads every message within one day 
and replies to them within an hour. In Seq4, user T 
is the moderator (variable ?u1 takes value T and 
maintains it for the whole parsing process), the 
forum members conversing with him are first agent 
D, then agent C (variable ?u2 takes these two 
values) [50][51][52]. Other reading members are A 
and B (values for user variable ?u3). The final 
deviation measure of the best soft parsing of this 
sequence will be γ = 107 due to time constraint 
violations (on edge s3−s4), and parsing will stop at 
state s4. 

 
 

4. CONCLUSIONS 

 

An original user community behaviour 
model has been introduced which allows the soft 
recognition of collective behaviour in user 
communities also when constraints are partially 
violated. Soft multiagent behaviour automata are 
based on extensions of timed automata semantics, 
where multiple agents can be denoted, and the 
notions of deviation measure and soft parsing 
process are introduced in order to assess 
numerically the number of violations concerning 
the desired model. 

 
Soft multiagent behaviour automata are 

defined and proposed to describe multiple user 
behaviours and to recognise a larger class of user 
group histories, such as group histories which 
contain unexpected behaviours. 

The notion of deviation from the user 
community model allows defining a soft parsing 
process which assesses and evaluates the dynamic 
behaviour of a group of users interacting in virtual 
environments, such as e-learning and e-business 
platforms. 

The soft automaton model can describe 
virtually infinite sequences of actions due to 
multiple users and subject to temporal constraints. 
Soft deviation measures assess a form of distance 
of observed behaviours by evaluating the amount of 
temporal deviation, additional or omitted actions 
contained in an observed history as well as actions 
performed by unexpected users. The proposed 
model allows the soft recognition of user group 
histories also when the observed actions only 
partially meet the given behaviour model 
constraints. 
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The approach proposed in this paper is 
more realistic for real-time user community support 
systems, with respect to standard boolean model 
recognition. When more than one user model is 
potentially available, and the extent of deviation 
from community behaviour models can be used as a 
guide to generate the system support by 
anticipation, projection and other known 
techniques. 

Experiments based on logs from an e-
learning platform and plan compilation of the soft 
multiagent behaviour automaton show the 
expressiveness of the proposed model. 

Future work will regard the development 
of an efficient algorithm for soft parsing, the 
technique of automatic models extraction from 
observed histories. The future line will investigate 
techniques used in the area of grammars induction 
from strings, where the relevant research problem is 
to generate bottom up a grammar which can parse a 
given set of input strings. The introduction of time 
indeed increases the complexity, and a common 
issue is reducing the overfitting of the automata; it 
is apparent that is possible to generate such 
automata by trivially adding a final state for each 
string in the dataset and a sequence of states 
corresponding precisely to the sequence of symbols 
in the strings. The technique of state merging is 
used in this case to reduce the explosion of the 
number of states of the automaton, while extensive 
research will be needed to define what kind of 
abstraction can be introduced to entail the time 
constraints embedded in the data. 
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