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ABSTRACT 
 

Today abundant information is available due to the advent of Internet, which is usually stored with sole 
purpose of current needs alone. Such data thus rest in unclassified in dump repository. Instead if it would be 
stored in a classified repository then navigation could be done easily, or classified at the later stage reaching 
it could become easier and thus could helpful in decision making. In the process of classification, 
commonly supervised and unsupervised paradigm is adopted. Semi-supervised is a new term which is in-
between supervised and unsupervised learning where in-addition to the unlabeled data, the algorithm is 
provided with some supervision information but not necessarily for all example data. A blend of supervised 
and unsupervised classification is explored in the formation of fuzzy clusters based on the importance of the 
terms in each class. Enhancements in traditional KNN algorithm is explored taking into consideration the 
different weights for the features based on the concept of variance in each class. Finally the results obtained 
in supervised paradigm and semi-supervised paradigm is compared.  

Keywords:  Text Classification, Semi-Supervised, Fuzzy-Clusters, Variance, Enhanced-KNN. 

 
1. INTRODUCTION  
 
Man is leading his life today with numerous 
electronic gadgets for a comfortable life. These 
gadgets generate bulk data with the sole purpose of 
proof checking alone.  The generated data is stored 
earlier in unclassified, dump repository. In case if 
the dump repository could be turned into a 
classified repository then, future data navigation 
becomes easier [4]. The classified repository could 
be useful in future decision making. In the process 
of data classification much work is already 
conceded in cases where the data is in a structured 
format i.e. in the form of rows and columns in the 
databases, and also some work addressed the 
progress in classifying the semi-structured data, 
which exists in the form of HTML files. But not 
much work is explored relatively in the case of data 
existing in unstructured format i.e, in raw format, 
free flow textual form. The paper attempts in 
classifying the unstructured data using the bag-of-
words approach termed as textual classification as 
in [40] rather than parts-of-speech approach as in 
[41] 

There are usually two approaches in the 
process of data classification, the supervised and 
unsupervised approach. In case of supervised 
approach training data is given, which contains a 
set of independent attributes along with their 

corresponding dependent attribute value which can 
also called as class label [1] [20]. Using the training 
data a classifier is trained, built which is subjected 
to the test data at the later stage. The test data also 
has the set of independent attributes along with 
their corresponding class label value. But the class 
label value is hidden. The classifier built classifies 
the test data by giving the expected class label 
which is compared with the actual, thus the 
classifiers accuracy is obtained. On the other hand 
in case of unsupervised classification where no 
such a training data is provided, the given data is 
stored in clusters in such a way that the intra-
similarity within the clusters is maximized and 
inter-similarity among the clusters is minimized. 
All the elements belonging to the same cluster are 
expected to have same class label. 

Much work is addressed with supervised and 
unsupervised classification where either we have 
good number of training data, or no training data at 
all. But when small amount of training data is 
provided then semi-supervised learning paradigm 
can be employed, which is explored in the present 
paper. Semi-supervised learning paradigm is 
applied in cases where we have very limited 
training data or obtaining the training data is either 
time consuming or is very costly [10] [13] [15] 
[12]. In semi-supervised learning paradigm in 
addition to the labeled data, the unlabeled data, 
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which exists in abundance, is provided to the 
classifier. The semi-supervised learning algorithm 
is provided with some supervision information but 
not necessarily for all data. With a very limited 
training data a classifier is built which is termed as 
primary classifier. The primary classifier is 
subjected to the test data, the class label obtained 
from the primary classifier is now added to the 
existing training data, treating it as an additional 
training data, and a new classifier is built which is 
expected to be superficial than the primary 
classifier built earlier, and is termed as next primary 
classifier. The whole process is repeated to obtain 
the final classifier which is deemed to be better than 
all the classifiers built so far. The final classifier is 
deemed to be superficial in accuracy as it was build 
using larger training data.  

Huge dimensionality, which can also be termed 
as large number of feature handling, is involved in 
the process of text classification which is a 
nightmare. Many supervised and unsupervised 
techniques already exist in the process of reducing 
the features. In the present paper an attempt to 
group the features into clusters based on the 
importance of the terms in different classes is made. 
Features in text classification are the terms that 
occur in the documents. In the process of formation 
of clusters, Gaussian function is employed due to 
its superiority over other functions in performance 
and to have a better quality of clusters formed [29] 
[30]. 

The major step in building a classifier is to 
choose the learning mechanism; in the current 
paper lazy learner algorithm called K-Nearest 
Neighbour is adapted, with some enhancements. 
All features may not be important in all the classes, 
some features may play vital role in some classes 
and in others they may have no impact at all. But in 
traditional KNN algorithm all features are given 
same importance in all classes which is not 
reasonable. Taking into consideration the difference 
in feature importance in different classes, 
enhancements are made to traditional KNN 
algorithm [12]. The concept of variance is applied 
for features in different classes, based on which the 
weights to the features are assigned differently thus 
resulting in enhancements. The objective of the 
study made in the present paper is to compare the 
classification accuracy in supervised and semi-
supervised learning module. The impact of small 
number of training data in the process of textual 
data classification is explored. 

The paper is organized as follows. In section 2 
lexicon generation, training data, test data 
nomenclature used in the paper are provided. we 

outline basic concepts, related background, 
definitions, and existing techniques in the process 
of feature reduction techniques are furnished. 
Although present paper does not employ feature 
reduction, for the convenience of prospect 
researchers who may explore, it is provided. The 
terms used in the data processing are also defined in 
this section.  In section 3 supervised and semi-
supervised learning mechanism in text 
classification using fuzzy clusters with 
enhancements in KNN algorithm is discussed. In 
section 4 implementation details of both the 
supervised and semi-supervised techniques are 
provided and finally in section 5 results obtained in 
both the learning mechanism are compared and 
conclusions are provided. 

 
2. BASIC CONCEPTS AND DEFINITIONS 

The key technology for making sense of the high 
dimensional data is Feature Selection (FS), which is 
the next major step after the choice of learning 
mechanism in the process of data classification.  

Many FS techniques already exist in the 
literature [2] [3] [9]. Curse of dimensionality is a 
major challenge in text classification, in terms of 
computation efforts and in terms of algorithm 
implementation in addition to other difficulties. FS 
primary requirement is to select and separate the 
relevant informative feature for the classifier from 
the available large features. In addition FS has got 
other motives like general data reduction which 
would limit the storage requirements resulting in 
increase in algorithm functionality and speed [24] 
[17]. The next important motive includes the 
feature set reduction which aims in saving the 
resource of the working system. FS also aims at 
improving the performance in predictive accuracy. 
Lastly FS would provide good understanding of the 
data that would gain knowledge about the process 
of generating the data. It refers to the process of 
finding a subset of the original features, which can 
be obtained by using either filtering technique or 
through wrapper technique. Wrappers utilizes the 
learning mechanism as a black box to score the sub-
sets of features accordingly to their predictive 
power but whereas filters uses criteria which does 
not involve any learning mechanism [14]. On the 
other hand feature extraction refers to the method of 
transforming the data from the high-dimension 
space to a space of fewer dimensions, such a 
transformation may be either linear as in case of 
principal component analysis (PCA), or can be 
other nonlinear transformation. Traditionally we 
have Information Gain, Gain Ratio, Odds Ratio, 
Gini- index, Chi-Square etc techniques for feature 
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selection in supervised learning. Techniques like 
document frequency, term frequency, and inverse-
document frequency are consi dered as feature 
selection in unsupervised learning as they do not 
take consideration the value of the decision 
attributes. 

Information gain [18] is a supervised feature 
reduction technique. Given a set of categories Cm, 
where m is the number of classes the information 
gain of term ‘t’ is given by 
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Chi-Square is another supervised feature 

selection technique for feature reduction which is 
given by 
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Odds Ratio is yet another supervised feature 

selection method which is given by 
 

( | ). ( | )

(1 ( | )). ( | )

k i k k

k i k k

O R
P t c P t c

P t c P t c
=

−  (3) 

 
Based on the values obtained in the above 

equations, which determines the relationship 
between the terms and the class label, feature 
selection can be made. 

 
Definitions: - We are provided with the training 
document set Ts whose class label is given along 
with the document. We are also given a set of 
document set Tt termed as test data set whose class 
label is to be determined by the classifier. Lexicon 
set £ is a set which contains all words, that have 
appeared in the training document set Ts. 

We find the patterns of each term, which is the 
conditional probability of the class given the terms 
appearance in the document. We find the 
probability of the terms appearance for all the 
classes and for all the terms, we denote such a set 
as Wp. Once we obtain the word patterns then we 
find the self constructive clusters based on the word 
patterns and Gaussian function. 

In semi-supervised approach using a small 
number of labeled examples together with many 
unlabeled examples are used in the training phase 
to train the classifier. By using the limited number 
of training examples available, the classifier is 

trained, and then the unlabeled data is subjected to 
the classifier which after being classified is 
considered as training data. Then a new classifier is 
trained using this additional train example. We 
proceed like wise to get finally a new classifier, 
which is deemed to be superior than all the 
classifiers generated so far [19]. 

 
3. PROPOSED WORK  

In this section the detailed process of constructing 
the supervised and semi-supervised classifiers is 
furnished. Results obtained from both the classifiers 
are later compared to get an insight of semi-
supervised learning paradigm. Initially the steps 
involved in the process of building the supervised 
classifier are dealt.  

Using the training data from the text corpus, 
which has 5485 number of documents that are 
spread across 8 numbers of classes a classifier, is 
built. In addition to the training data the corpus has 
2189 number of documents which is considered as 
test data. As it is assumed that the training data and 
test data are from the same distribution, so the 
number of classes in the training and test 
documents is same, which is 8 in the present 
experiment. Lexicon set is a set which contains all 
the terms (words) that occurred in the training data 
documents. In the process of construction of the 
lexicon set only training documents are considered, 
since we assume that the training data and test data 
are in the same distribution, so lexicon set would 
almost be the same for the training data and test 
data. More ever test data in general will be dynamic 
in nature in real scenarios and will not be available 
at the time of lexicon construction phase. Hence 
test data cannot be used in the process of lexicon 
set construction. So Lexicon set constructed, using 
the training data alone would suffice. In order to 
reduce the cardinality of the lexicon set and to 
reduce the number of elements with a zero valued 
entries in the vector word stemming is performed. 
Vector formation is discussed later. In the lexicon 
set formation word obtained in the documents are 
replaced with the root words as described in [8] and 
the same is given by the equation 4. 
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Once the lexicon is obtained, the word patterns for 
each member of the lexicon set is generated which 

is of the form Xi =< xi1, xi2, xi3,.......xin > , the 
elements of the set is defined by the equation 5. 
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In the equation 5, dri refers to the frequency of the 
term (word) ti that occurred in the document dr. The 
value of εrm is obtained by considering the equation 
6, which can have a value either 1 or 0. 
 

 r h     rh
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A blend of supervised and unsupervised 

learning paradigm in the process of obtaining the 
clusters is explored. Generally the process of 
obtaining clusters is in unsupervised learning 
paradigm, which does not use the information of 
the class label of the data [15]. But taking into 
consideration the class label of the data, clusters are 
built resulting in a blend of supervised and 
unsupervised learning paradigm. In other words 
formation of clusters using the class label makes a 
blend of supervised and unsupervised learning. In 
the process of building the clusters word patterns 
along with Gaussian function is used.  Clusters are 
formed such that, the inter-similarity among the 
clusters is minimized and intra-similarity among 
the clusters is maximized. In order to achieve 
optimality in the clusters, they are characterized by 
the product of m – one dimensional Gaussian 
function. Let ζ be a cluster containing ‘q’ word 
patterns x1, x2, …….. xq. Let xj = < xj1, xj2, ……. 
xjm > i≤j≤q the mean 

vector 1 2 m ,  ,  ....... x >x x x= < , which is given by 
the equation 7 which is expressed as 

  
1
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 where |ζ| gives the number of elements in 
the ith clusters, 1<=i<=m. The deviation σ = < σ1, 
σ2, ……. σm> of the cluster ζ with respect to each 
class is given by 
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where 1<=i<=m, The fuzzy similarity of a word 
pattern X to a particular cluster ζ is defined by the 
Gaussian membership function which is defined in 
the equation 9. 
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The expression ζj(x) in the equation 9 gives the 
values which are bounded in the interval [0, 1], 
where 1<=j<=k. A word pattern close to the mean 
of a cluster is considered to be the member of the 
cluster i.e. ζ(x) ≈ 1, on the other hand a word 
pattern far distant from a cluster is hardly similar to 
the cluster so ζ(x) ≈ 0. On the basis of ζ(x) and on 
the threshold value ς, which is provided by the user, 
the number of cluster formation is controlled. If we 
wish to have many clusters then smaller value of 
the threshold ς is considered, otherwise larger value 
of the threshold can be used. 

As defined above the membership of the word, 
based on the word patterns can be expressed 
mathematically as given in equation 10.  
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If ∞ =1, then the word pattern xi can be added to 
the cluster ζi, and the number of elements in the 
cluster ζi is increased by 1, and the corresponding 
values of the cluster are also updated, i,e the mean 

ix  of the cluster and deviation of the cluster σi. In 
case if ∞ =0, then a new cluster is created with its 

mean as x =xi , and the deviation of the newly 
formed cluster as σ = 1 and the number of clusters 
so far formed is also incremented. Once all the 
word patterns are constructed we obtain say ‘k’ 
number of clusters with updated mean values of 
each of the cluster in the form of the 

vector 1 2 k, ,  .......,  x >x x x=< . Similarly we have 
updated deviation values of the cluster in the vector 

form 1 2 k = < , , .......  >σ σ σ σ . We deviate from [6] 
in the process of text classification based on fuzzy 
measures. Once we obtain word patterns for all the 
words, words that are members of the lexicon set, 
words membership in the cluster, size of each 
cluster, updated values of cluster deviation, mean 
and number of clusters, we proceed in the following 
manner.  

We create soft, hard and mixed cluster 
mapping based on the membership of the words in 
the clusters, taking into consideration the fuzzy 
concept in the process of cluster formation. As the 
lexicon cardinality is 14,822. So we create 14,822 
vectors with ‘k’ number of elements in each vector, 
where ‘k’ is the number of clusters formed. In case 
of hard classification based on equation 9 a word 
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can be a member of a single cluster at a given 
instance of time. But in case of soft classification, 
single word can have a membership in more than 
single cluster; the membership information is given 
by the equation 13. We generate the mixed 
classification based on equation 14.        

Similar steps are repeated in case of test data 
documents too. As the test data contains 2189 
documents, so we get 2189 vectors with k elements 
in each, where ‘k’ indicates the number of clusters 
formed. In case of test data too, we remove 
documents belonging to ‘grain’ class which had 
very few documents. So we had 2179 documents in 
test data. Now for each of the test documents we 
find the Euclidean distance similarity measure, 
which is given by the sum of square of the 
difference of the individual elements [8] of test and 
train data. The same can be expressed mathematical 
as 
 

2 1 2 1 2 1 2 1( , ) ( )*( ) ( )*( ) ....Dist X Y x x x x y y y y= − − + − − +     (11)

     
Figure-1 shows the comparison in supervised and 
semi-supervised learning for different k values 
varying from 1 to 10 for all the three vectors, 
namely soft, hard and mixed. In figure 1 SS_Soft1 
refers to the semi-supervised learning approach for 
soft cluster formation. Similarly SS_hard1 and 
SS_mixed1 refer to the semi-supervised learning 
approach for hard cluster and mixed clusters 
respectively. S_soft1 refers to the supervised 
approach soft cluster, S_hard1 and S_mixed1 refers 
to the supervised hard and mixed cluster approach 
in the learning mechanism. In figure-2 the accuracy 
of the classifier for different values of k varying 
from 10 through 100 is provided.  In addition to the 
Euclidean distance similarity measure we have 
other similarity measures too. But the results 
obtained from other similarity metrics coincides 
with each other. Euclidean similarity measure alone 
is explored in the present paper [8] [10] [15]. 

 In order to provide enhancements to the 
traditional KNN algorithm the concept of variance 
is used. In traditional KNN algorithm all the 
features are given same weights in all classes, but 
in general not all features can be important in all 
classes. So taking into consideration the importance 
of the features in a particular class, weights are to 
be assigned. In this process variance of the feature 
term ti in class Cj is determined using the equation 
12 
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where ‘i’ takes value 1 through 14,822 and Eji is the 
value of the feature item ‘i’ in the center vector of 
class ‘j’ and is obtained by the equation 13 which is 
given below 
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where ‘i’ takes value 1 through 14,822 
 
We need to find the feature distribution in all 
classes which can be given by the equation  

                

2| |

1

1

( )

| |

c

ji i

j
i

E E

V
c

=
−

=
∑

                   (14)  

  
The final weights factors to be assigned to the 
features can be obtained using the equation  

2

(10 )

*10i

ji
ji h

h

vw
v

=                 (15)  

  
In the above equation wji refers to the weight vector 
element of the feature item ti in the class Cj, h is an 
arbitrary constant, the value used in the experiment 
is 5 which is in accordance to the value of the 
weight factors vi and vji. We find that if the value of 
vji is smaller and vi is larger, then the final weight 
value wji is larger.  

The above steps are repeated in the process of 
building the semi-supervised classifier by taking 
only part of the training data. This is because semi-
supervised learning can be applied where we have 
limited amount of training data or obtaining the 
same is very costly.  

 
 
4. IMPLEMENTATION  

[15] provides the details of implementation of 
semi-supervised learning in Text Classification. 
Text Classification corpus from [6] was taken 
which has 5485 documents split across 8 different 
classes. In the first experiment which is semi-
supervised Text Classification we take only a small 
portion of training data instead of taking the 
complete training data to built a classifier This is 
because semi-supervised is applied where only 
limited training data is available. We choose from 
each class 20 documents as training data. A simple 
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heuristic function is employed in choosing the 
documents. The heurist employed was to take the 
document which has largest number of unique 
words.  

In the process of building the semi-supervised 
classifier only 140 documents were considered, 
though the corpus had 8 different classes. The 
reason for choosing only 140 documents is because 
the class 4 named ‘grain’ had only 41 documents in 
training and 10 documents in test, so documents 
belonging to class ‘grain’ are removed from the 
corpus. Removal of the document from the corpus 
was done keeping in view that the classifier 
accuracy should not be affected due to the small 
number of documents in a class.  

[1] gives the details of the lexicon construction 
phase. Lexicon set is a set of words that occurred in 
the training data documents. Even in case of semi-
supervised learning all 5485 documents were used 
in the process of building the lexicon. The 
cardinality of the lexicon set obtained was 14,822. 
The objects in the lexicon set are the root words 
that occurred in the training data documents. We 
assumed the corpus is noise free, but a walk-
through of the lexicon set obtained made it clear 
that the training data was not noise free. But no 
effort was put to remove the noise in the corpus. A 
Word pattern for each of the member of the lexicon 
set is obtained. The impact of the words occurrence 
with respect to different class labels is obtained 
from the word patterns. As the corpus had 7 
different classes after removal of the class label 
‘grain’ so each word pattern had 7 different values. 
For all 14,822 words in the lexicon, word patterns 
are obtained resulting in a vector of dimension 
14,822 rows each with 7 columns.  

Using the word patterns, fuzzy clusters are 
built. In the process of building the clusters the 
numbers of clusters build are decided by the 
threshold value ς which is provided to the algorithm 
as input. The threshold value attempts to find the 
similarity of the new word arrived with respect to 
the existing words, in the clusters obtained so far. 
Based on the similarity values obtained using the 
equation 9 the newly arrived word is either given a 
membership in one among the existing cluster or a 
new cluster is created. By varying the threshold 
value the number of clusters obtained can be 
controlled, for more clusters the threshold value has 
to be smaller, and for smaller number of clusters 
the threshold value has to be larger. Three different 
values of the threshold were explored as given in 
table 1 along with the correspondingly the clusters 
obtained are given below. 
 

Table 1. Threshold values and clusters obtained 

Threshold value (ς) Clusters 
0.5 14 
0.6 12 
0.7 10 

 
Once the number of clusters is formed, we 

implement the K-Nearest Neighbour algorithm for 
the text categorization. 

K-Nearest Neighbour algorithm is also called 
as instance based learning algorithm [27]. Nearest 
Neighbour classifier is based on learning by 
analogy. In other words it is by compares a given 
test tuple with training tuples that are similar to it 
[10] [22] [23]. The training tuples are described by 
‘n’ attributes. In our case the attributes are the 
elements in the lexicon set which are words 
occurred in the training document. The value of ‘n’ 
in out case is 14,822. Each tuple represents a point 
in n-dimension pattern space. When an unseen 
tuple is given, k-nearest neighbor classifier searches 
the pattern space for different values of k, which 
can take any value 1 through some arbitrary 
number. The training tuples that are closest to the 
unseen tuple are identified. Based on the class label 
of the closest tuple the value of the class label is 
decided. Depending on the value of k, k training 
tuples are used which are near to the unseen tuple. 
For different k tuples, the majority class label is 
taken, and the unseen tuple class label is declared to 
be the same as the majority class labels. In case of a 
tie, arbitrary the tie is resolved. In other words, the 
distance between the training and a particular test 
documents is measured, the class with the nearest 
training data is taken as the class of the test data, as 
here K value in K-NN is 1 as in [39]. In case of k 
value 2 we take two smallest distances, and if both 
belong to same class than the test tuple also belong 
to the same class as it is the nearest distance of the 
training data class, in case of tie an arbitrary 
consensus is used to resolve the conflict. Based on 
the similarity between the training and test tuples 
we obtain confusion matrix which is a good tool for 
analyzing, how well the classifier can classify the 
tuples of different classes. A confusion matrix is a 
plot used to evaluate the performance of a classifier 
in supervised learning. It is a matrix plot of the 
predicted versus the actual classes [25]. 

For ‘m’ classes, a confusion matrix is a table of 
‘m’ by ‘m’. An entry CMi,j in the first ‘m’ rows 
and ‘m’ columns indicates the number of tuples of 
class i that are labeled by the classifier as class j. 
For a classifier to have good accuracy, i,e for a 
ideal classifier tuples along the diagonal of the 
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confusion matrix would have non-zero values and 
rest of the elements, very close to zero [26].  

In the process of obtaining the classifier all 
documents belonging to the training data are 
processed first in case of supervised learning phase. 
But in case of semi-supervised learning too, the 
lexicon obtained from supervised learning is 
considered, as with alone 140 documents lexicon 
set cardinality would not be sufficient to handle the 
situation. Stemming of the words in the training 
data is done, and the resultant words with respect to 
word patterns are grouped to form clusters, thus 
mapping the textual data into numerical values.  As 
the number of clusters obtained for different values 
of the threshold is different so the experiment was 
repeated 3 times in case of both semi-supervised 
and supervised learning, thus we obtained different 
clusters. 

Three different types of clusters are taken into 
consideration, a word can be member of only single 
cluster, we refer to such a clusters as hard cluster, 
using the given below equation we obtain the 
membership of the hard clusters. 

1 max
1ijt k

ζ
α= <= <=

 
 
 

i

       (16 )
 if j= arg ( (x))

0 otherwise
 

 
In case of soft-weighting approach we 

allow the word pattern to belong to more than a 
single cluster so rather than considering the 
maximum value of the function (μGα(xi)) we take 
its direct value for all the clusters. In case of the 
soft, hard mixed-weighting (hybrid) cluster we 
employ the below equation where γ is the constant 
which dictates domination factor of the 
hybridization. 

 tij = ( ) * (1 ) *ij ij
H S

t tγ γ+ −  (17) 
 
where tij

H is hard-weighting clustering approach and 
tij

S is the soft-weighting clustering membership 
function. The value of γ can be between 0 and 1. If 
it is very near to 0 then the mixed weighting 
clustering approach coincides with the soft-
clustering approach and if its value is 1 then the 
hard clustering approach and mixed weighting 
cluster results coincides with each other. Taking γ 
value as 0.1 the experimental results are given in 
figures, which are provided at the end of the paper. 
In case of semi-supervised learning we have only 
140 documents as training data so we obtain 140 
rows and the number of elements in each vector 
equals to the number of clusters under 
consideration. Since the experiment was repeated 
for 3 different values of the cluster we have 3 

different set of clusters. Using these 140 documents 
series of classifiers are built iteratively. In the first 
iteration only 140 documents in training data are 
used to build the classifier. Once the classifier is 
built, randomly 20 documents were chosen, which 
were subjected to the classifier. The classifier gives 
the class label of the 20 documents. Now we 
consider that 140 documents of the initial training 
data and 20 documents which were subjected to the 
classifier are also considered as training data. Now 
with 160 documents as training data a new 
classifier is build which is expected to be superior 
to the first classifier built. The reason for the 
classifier superiority is due to the fact that the first 
classifier was built using 140 training documents, 
and the second classifier with 160 training 
documents. It is evident that a classifier built with 
more training data would give better accuracy. 
These steps are iteratively repeatedly for all the 
remaining 5305 documents, resulting in a final 
classifier [28]. The final classifier is subjected to 
the test data. 
 

The procedure of obtaining the clusters, vector 
formation for test data is repeated as that of 
training, so all the test documents are too converted 
into vectors. We have 2179 vectors with the same 
number of elements in the vector as equal to the 
number of clusters as part of the test data. Once we 
obtain the vectors of the training and test data we 
apply the KNN algorithm for the vectors. We use 
the Euclidean measure and obtain the similarity 
between the training data and the test data. For 
different values of K we obtain the confusion 
matrix, in table 2 we give the accuracy for K=1 for 
Euclidean similarity measure for semi-supervised 
classifier. In table 3 the accuracy for K=1 for 
Euclidean similarity measure for supervised 
classifier is given. 

In case of supervised learning too we removed 
the class3 which had very only 41 documents in 
training data. So in the training data we were left 
with 5444 documents. So we build a classifier with 
the training data which would later be subjected to 
the test data which has 2179 documents. The results 
obtained from supervised and semi-supervised 
classifiers were compared in the figures 1 through 
6. Different similarity measures could be applied 
between two points or tuples say X1 and X2 which 
have ‘n’ component elements, which gives the 
similarity (closeness) between the tuples. 

Euclidean distance similarity measure is given 
by the sum of square of the difference of the 
individual elements [7]. The same can be expressed 
mathematical as 
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2 1 2 1 2 1 2 1( , ) ( )*( ) ( )*( ) ....Dist X Y x x x x y y y y= − − + − − +     (18)     
 In addition to the Euclidean similarity 
measure, other similarity measures can also be 
employed. Few other similarity measures that can 
be employed are given below.  
Squared Euclidean Distance is similar to the 
Euclidean distance, but does not have the square-
root over the summation. Mathematically square 
Euclidean distance is expressed as 

2 1 2 1 2 1 2 1( , ) ( )*( ) ( )*( ) ...Dist X Y x x x x y y y y= − − + − − +          (19)     
Manhattan Distance is a simple similarity measure 
when compared to the Euclidean and square-
Euclidean distance measure; it takes the summation 
of the absolute difference among the individual 
elements of the vector.  Mathematical expression of  
Manhattan distance is expressed as  

2 1 2 1( , ) | | | | ...         (20)Dist X Y x x y y= − + − +           
Chessboard distance is also called as Chebyshev 
distance, Tchebychev distance), Maximum metric, 
it is a metric defined on a vector space where the 
distance between two vectors the greatest of their 
differences along any coordinate dimension is. It is 
named after Pafnuty. Mathematically the same can 
be expressed as 

1 1 2 2( , ) (| |, | |, ...)         (21)Dist X Y Max x y x y= − −        
Bray Curtis Distance is also called as Sorenson. It 
is defined as the fraction of absolute difference in 
the individual elements of the vector to the sum of 
the individual elements of the two vectors. The 
same can be expressed mathematically as 

1 1 2 2

1 1 2 2

(| | | |, ...)
( , )

(| | | |, ....)
        (22)

x y x y
Dist X Y

x y x y

− + −
=

+ + +
        

Canberra Distance is defined as the ratio of the 
sum of the absolute difference in the individual 
elements to the sum of the absolute values of the 
individual elements in the two vectors. This is 
mathematically expressed as 

| |
( , )

| | | |1
            (23)

ik jk

ik k

n x x
Dist X Y

x x jk

−
= ∑

+=
 

But in the present paper Euclidean similarity 
measure alone is explored. Results from [8] [10] 
[13] [15] showed almost similar results for different 
similarity measures so alone Euclidean measure is 
explored. 
 

 
Figure 1. Supervised And Semi-Supervised Classifier 

Accuracy For K Values Varying From 1 To 10 For 14 

Cluster 
 

In figure 1 we draw a graph showing the 
accuracy of both the classifier, on X-axis we take 
different value of K varying from 1 through 10, in 
K-NN algorithm, and on Y-axis we take the 
accuracy of the classifier, for the 3 types of clusters 
soft, hard and mixed results for ς = 0.5 are shown. 
Similarly in figure 2 classifier accuracy for k values 
varying from 10 to 100 are provided for ς =0.5, that 
obtained 14 cluster. We find that supervised 
classifier outperform marginally when compared 
with semi-supervised classifier, giving a conclusion 
that in cases where limited training data alone is 
available semi-supervised learning paradigm can be 
employed to give reasonable classifier accuracy. 

 
Figure 2. Supervised And Semi-Supervised Classifier 

Accuracy For K Values Varying From 10 To 100 For 14 

Cluster 
 
In figure 3 for ς=0.6 for k values 1 to 10 are 
provided and in figure 4 for ς=0.6 for k values 10 to 
100 are provided. In figure 5 for ς=0.7 for k values 
1 to 10 are provided and in figure 6 for ς=0.7 for k 
values 10 to 100 are provided.  
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Figure 3 Supervised And Semi-Supervised Classifier 

Accuracy For K Values Varying From 1 To 10 For 12 

Cluster 
 

In all the figures we find marginal out-
performance of supervised classifier over semi-
supervised classifier. Table2 gives the accuracy of 
the classifier for different values of the threshold, 
for k value varying from 1 through 10 in case of 
semi-supervised classifier. 
 
5. CONCLUSIONS 
 
Presently bulk data is available which needs to be 
analyzed. In other words utilizing the existing data 
in decisions making makes decisions effective. The 
legacy data can be in textual form.  In the present 
paper two different types of textual classifier were 
built, the supervised and semi-supervised learning 
paradigm. A blend of supervised and unsupervised 
classification technique was used to incorporate the 
fuzziness in the process of building the classifiers.  
Later the supervised classifier and semi-supervised 
classifier were compared. In the process of 
classifier comparison 3 types of clusters were 
obtained, namely soft-cluster, hard-cluster and 
mixed-cluster based on the word patterns. Soft-
cluster is a cluster where a word can belong to more 
than single cluster at a given instance of time. In 
case of hard cluster a word can belong to a single 
cluster only. Mixed cluster is a hybrid of soft and 
hard cluster.  
 The results obtained from the comparison 
made it clear that supervised learning classifier 
marginally gave better accuracy compared with 
semi-supervised classifier, giving a bottom line that 
semi-supervised classifier can be applied in cases 
where limited amount of training data is available.   
 In future an attempt to decrease the size of 
the lexicon and see how best the classifier can learn 
from the training data to classify the textual data 
can be explored.  
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Figure 4 Supervised and Semi-supervised Classifier accuracy for K values 

varying from 10 to 100 for 12 cluster 
 

 
Figure 5 Supervised and Semi-supervised Classifier accuracy for K values 

varying from 1 to 10 for 10 cluster 
 

 
Figure 6. Supervised and Semi-supervised Classifier accuracy for K values  

varying from 10 to 100 for 10 cluster 
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Table 2. Accuracy of semi-supervised classifier for different cluster types for different threshold vlue for K value 
varying from 1 to 10  

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 3. Accuracy of the supervised classifier for different cluster types for different threshold value for K value 
varying from 1 to 10.  

 

Threshold values ς=0.5 ς=0.6 ς=0.7 
k soft1 hard1 mixed1 soft2 hard2 mixed2 soft3 hard3 mixed3

1 84.56 87.67 50.98 82.12 88.23 87.3 77.98 88.59 87.09

2 84.48 88.71 50.12 82.32 88.47 87.65 78.12 77.41 86.54

3 84.45 88.91 51.56 81.86 88.39 88.12 78.45 88.1 87.67

4 85.55 87.76 51.12 82.65 87.56 88.23 79 87.67 87.41

5 85.87 87.97 51.72 81.99 88.93 88.78 78 87.89 87.29

6 85.55 87.1 51.32 82 88.52 88.18 78.68 87.34 87.49

7 86.09 87.98 51.73 81.94 88.37 88.48 78.58 87.59 88.28

8 85.02 87.35 51.12 81.23 88.48 88.8 78.73 88.09 87.89

9 86.11 87.86 51.34 81.79 88.33 88.7 78.39 87.39 88.02

10 86.23 87.13 52.23 81.3 88.67 88.69 78.45 87.88 88.37

  
Threshold values ς=0.5 ς=0.6 ς=0.7 

k soft1 hard1 mixed1 soft2 hard2 mixed2 soft3 hard3 mixed3

1 86.28 89.26 53.37 88.87 90.87 89.68 82.28 91.09 89.72 
2 86.25 90.48 53.21 84.73 90.96 89.88 81.27 90.41 89.49 
3 86.24 90.69 54.42 83.83 90.63 91.34 81.41 91.05 90.41 
4 86.89 90.12 54.23 84.98 89.82 91.21 82 91.87 90.54 
5 87.12 90.23 54.67 83.88 90.62 91.67 81.96 91.69 90.18 
6 87.05 89.27 54.34 84.21 90.77 91.4 81.68 92.01 90.54 
7 88.04 89.46 54.59 84.04 90.56 91.54 81.54 91.78 90.41 
8 87.89 89.22 54.31 83.78 90.49 91.97 81.73 92.19 90.73 
9 88.21 89.62 54.49 84.22 90.83 91.88 81.82 91.64 90.22 

10 88.26 89.3 55.45 83.95 90.26 91.81 81.45 91.96 90.50 
 


