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ABSTRACT 

 

Wireless network connectivity systems have very short capacity to adhere the changes due to spectrum 

mobility and user interference to maintain the Quality of Service (QoS) parameters during end-to-end 

routing in Cognitive Radio Ad-Hoc Network (CRAHN). The reconfiguration of the network layer 

parameters in secondary users is challenging and demanding in case of sudden arrival of primary user on its 

licensed channel and spectrum mobility. Whenever, secondary user senses the primary user activity called 

as user interference, secondary user has to switch to any other available channel to continue its 

transmission. This channel switching increases due to the user interference and spectrum mobility which 

degrades the average data rate. Hence, it will effect directly on the QoS-based end-to-end routing in 

CRAHN. The addition of reinforcement learning techniques in network management can reduce the 

channel switching events and user interference by improving the QoS-based routing. This paper presents an 

algorithm for channel selection in cross-layer approach to minimize the number of channel switching events 

for QoS-based routing in CRAHN. The methodology is based on the previous network state observation of 

the primary user for its channel selection and secondary user will explore it for future routing decisions. It 

can be implemented using a learning agent in a cross-layer approach and modifying some existing routing 

parameters of Ad-Hoc On-Demand Distance Vector (AODV) routing protocol. This methodology is also 

very useful as the existing routing protocol can be modified for Cognitive Radio Ad-Hoc Network 

(CRAHN). We provide a self-contained learning method based on reinforcement-learning techniques which 

can be used for developing QoS-based routing protocols for CRAHN. We simulated the proposed algorithm 

using Cognitive Radio Cognitive Network (CRCN) simulator based on NS-2. The results are evaluated and 

compared with another routing protocol for CRAHN on the basis of some QoS parameters for the proposed 

algorithm. The results are evaluated and compared with the existing AODV routing protocol on the basis of 

some QoS parameters for the proposed algorithm. The proposed methodology can provide the basic use of 

Artificial Intelligence in routing protocols for CRAHN. 

Keywords: Channel Switching; User Interference; Reinforcement Learning; Routing Protocols; QoS. 

 

1. INTRODUCTION 

 

A Cognitive Radio (CR) is an extension of 

software defined radios by adding the self-

configuring ability in wireless networking [1]. This 

ability makes it to sense its radio environment and 

share the spectrum/ channel availability on MAC 

layer. The addition of network layer for the 

connectivity of end-to-end makes distinction 

between CR and Cognitive Radio Network (CRN). 

CRN can be divided into two types on the basis of 

network resource management as infrastructure 

based and infrastructure less.  The infrastructure 

based networks are the networks which have some 

central entity for spectrum and other resource 

management such as base station in wireless local 

area networks. Contrary, infrastructure less 

networks are those which don’t have any central 

entity for resource management and make 

connections an ad-hoc basis and called Cognitive 
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Radio Ad-Hoc Network (CRAHN) [2]. CRAHN 

facing many issues and condition become even 

worst in case of spectrum mobility and user 

interference i.e. reallocation of under-utilized 

channels while sudden arrival of primary user. 

CRAHN is envisioned to dynamically adapt 

operating parameters according to the surrounding 

environment. For network resource management 

and connectivity purpose in ad-hoc networks, 

secondary/ unlicensed users encounter challenges 

such as lack of cooperation between users, 

spectrum mobility, user interference etc. Due to the 

dynamic spectrum access every secondary user has 

limited channel availability for its transmission in 

CRAHN. Whenever any primary user activity is 

sensed, secondary user has to switch to any other 

available and vacant channel to continue its 

transmission. During this channel switching the 

data rate of the network can be decreased and 

Quality of Service (QoS) of the network degraded 

in end-to-end routing. The increment of user 

interference will affect more on channel switching 

events and consequently QoS of the network will 

be affected. This degradation in performance is 

challenging in real time transmission networks. 

There are a lot of research is doing in this to 

improve the QoS during the end-to-end routing 

decisions in CRAHN.   

In the perspective of user interference, 

reinforcement learning can be used as a 

mathematical model to map these challenges in the 

ad-hoc network [3]. The users participating in 

learning can learn from past experiences to 

determine future actions on the basis of their past 

and future decisions [4]. In some recent works, 

learning algorithms are used on MAC layer for 

channel selection in CRAHN. This learning system 

of channel selection can be implemented in a cross-

layer model so that during the end-to-end routing 

channel selection decisions are also done on 

network layer. As cross-layer approaches could be 

utilized for the efficient utilization of limited 

resource [5-8].  

This research presents an implementation of a 

method which is working on the principle of self-

configuration and self-learning in a cross-layer 

context, which can overcome the current limitations 

of spectrum mobility and user interference in 

CRAHN. This is also presenting the methodology 

to improve the routing decisions in case of frequent 

channel switching events. It is permitting each 

secondary user to observe, analyze and act in order 

to minimize the channel switching events and user 

interference to improve the overall throughput of 

the network. Our methodology is to reinforce the 

routing strategy of the AODV routing protocol with 

reinforcement-learning techniques at network layer. 

The reinforcement learning techniques can be 

embedded into a learning agent, which can move in 

a cross-layer fashion using the spectrum mobility 

manager in network architectural stack of CRAHN 

[8]. This is implemented using reinforcement 

learning algorithms of reconfigurable routing 

parameters at network layer in CRAHN with No-

External Regret Learning, Q-Learning and Learning 

Automata. The updated resource management 

architecture enables secondary users, to efficiently 

learn future routing strategies on the basis of past 

and future primary user activities, thereby selecting 

the appropriate available channel for the secondary 

user. Hence, this is also very important that the 

evaluation of current routing protocols with new 

trends is crucial and demanding. 

The rest of the paper is organized as follows: 

Section 2 presents a review of related work. Section 

3 gives an overview of our proposed methodology 

implemented using the Cross-Layer Network 

Architecture. Section 4 describes in detail the 

mathematical modeling of the learning techniques 

implementation in routing. Section 5 explains the 

simulations and discusses the analysis of the results 

achieved by proposed algorithm. Section 6 

concludes by projecting future research directions. 

2. RELATED WORK 

 

In last decade lot of work had been done to solve 

the issues related to spectrum sensing, detection, 

mobility and sharing related to PHY and MAC 

layer in CRAHN. Recently the research trend has 

turned towards the challenges to make effective 

routing decisions. Initially some routing issues 

highlighted by Akyildiz et al. [9] for CRAHN. The 

routing challenges included the management of 

spectrum decisions especially in dynamic spectrum 

access (DSA) environment offered by Federal 

Communication Commission (FCC).  There are 

some other issues were also discussed related to the 

time-varying availability of channels in DSA of 

CRAHN. Some routing solutions propose a 

common control channel (CCC) to manage the 

spectrum mobility and channel connectivity for 

secondary users. But the CCC cannot be sufficient 

for the distributed environment of CRAHN where 

every node is managing their resources and routing 

decisions individually. Performance optimization 

based routing solutions proposed on the assumption 

of full spectrum knowledge [10-11]. These kinds of 

routing solutions are only applicable with the 
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availability of CCC to maintain the channel 

availability decision for secondary users in the 

environment of CRN. In CRN the resources are 

shared and managed by central entity, hence the 

CCC availability and functioning is not beneficial 

for CRAHN. The decisions are based on the 

database query for the available vacant channels to 

map the spectrum. This type of routing solution can 

be proposed for some specific network such as TV 

stations network but not for general purpose routing 

solutions of CRAHN. For the general case local 

spectrum knowledge based routing solutions are 

more important.    

In the perspective of general solution for the 

routing problem a detailed survey have been done 

in Sun et al. [32]. Authors have presented the 

performance evaluation on the basis of local 

spectrum knowledge based spectrum management 

for three popular routing solutions available. The 

highlighted issues are also very important and 

related to the QoS issues for end-to-end routing. 

The basic three routing solutions for CRAHN on 

the basis of local spectrum knowledge are as: 

SAMER [20], Coolest Path [22], and CRP [29]. All 

these have presented routing solutions using NS-2 

simulator based simulations and developed some 

new routing parameters to include the extra 

conditions of spectrum mobility and user mobility. 

These three routing protocols are developed and 

evaluated on different transmission parameters. The 

first one SAMER was produced the higher 

throughput results using some new parameters 

including in existing routing solution. It is based on 

finding the end-to-end routing path based on the 

highest throughput while observing the link quality 

and user activities conditions during the 

transmission. The dynamic spectrum access 

property of CRAHN was not observed due to the 

limitation of user activity modeling. On the other 

hand, CRP is designed to find the end-to-end 

routing path with the lowest end-to-end delay while 

considering the more protection to primary users 

which is degrading the transmission performance of 

secondary users. The channel selection is not based 

on the spectrum mobility which is the basic 

property of CR. Contrary; the most important 

solution is available in the form of Coolest Path 

which gives the implementation idea of dynamic 

spectrum access and spectrum mobility at the same 

time. The end-to-end routing path is selected on the 

basis of link stability and highest spectrum 

availability. This was the first time when user 

interference was considered in designing the 

routing protocol for CRAHN in the presence of 

spectrum mobility and time-varying availability of 

transmission parameters. It has been shown through 

the simulations that user interference can effect on 

the spectrum mobility and handled using new 

parameters. The primary user activity is calculated 

using the ON/OFF model of Markov model of 

machine learning. The effect of user interference 

was not observed on channel switching events 

when the PU activity observed. It has not observed 

any effect on the channel switching events due to 

the spectrum mobility and user interference. All of 

the above protocols have lack of considering the 

channel switching events for the user interference. 

The channel selection decision for secondary users 

during the routing at network layer affected by the 

user interference is not considered in spectrum 

mobility and time-varying availability environment.  

The routing solutions for CRAHN on the basis of 

Artificial Intelligence techniques also presented 

such as machine learning, reinforcement learning 

neural network[41-48]. The routing solution 

especially on the basis of user activities prediction 

and learning is very useful to make effective 

routing protocol to handle dynamic spectrum access 

and spectrum mobility for CRAHN. There is one 

routing protocol presented in [12], in this one 

reinforcement learning technique is used to handle 

the user interference during the end-to-end 

transmission. It has used Q-learning for assigning 

the available channels to secondary users during the 

spectrum sensing at MAC layer. One other solution 

based on Q-learning is also presented in [13], in 

which two secondary users has assigned two set of 

channels in multi-hop environment of CRAHN. In 

[14], the authors used the new parameter to select 

the best available channel on the basis of user 

satisfaction to accommodate the channel and power 

consumption issue at the same time in CRAHN. In 

all the above routing protocols, the implementation 

of reinforcement learning technique to select the 

best available channel during the dynamic spectrum 

access is based on MAC layer spectrum sensing, 

detection and sharing. The network layer still needs 

to coordinate with the lower layer to make the 

routing decisions during end-to-end transmission. 

Hence, during the transmission of secondary user, if 

any user interference occurs then secondary user 

has to switch to any other available channel. In case 

of this channel switching, network layer again has 

to see any other available channel option from the 

MAC layer which can degrades the end-to-end 

routing decisions. This is very important to 

consider the first available solution for multi-hop 

CRAHN to consider the channel allocation on 

MAC layer is presented in [15, 16]. There are also 

many other routing protocols proposed for CRAHN 
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on the basis of different parameters such as 

throughput maximization [17-21], route-stability 

[22-25], delay minimizing [24-28], route 

maintenance [22-25]. The proposed methodology 

considers all the solutions and hence it is improving 

the average data rate and minimizing the end-to-end 

delay to improve the overall QoS parameters of 

routing. Summary for all of these routing protocols 

is shown in Table 1. 

Table 1: Summary of Routing Protocols for CRAHN 

Parameter Reference PU Activity 

Model 

Throughput 

Maximizing 

Caccipaputi 

et al. [25] 

Markov ON-

OFF process. 

Ding et al. 

[26] 

Not described 

SAMER [27] Bernoulli trial 

every t 

SPEAR [28] Not described 

Delay 

Minimizing 

How et al. 

[30] 

2-state semi 

Markov Model 

SEARCH 

[29] 

Not described 

CRP [32] Markov ON-

OFF process. 

Stability 

Maximizing 

Coolest Path 

[17] 

Markov ON-

OFF process. 

Gymkhana 

[32] 

Markov ON-

OFF process. 

Maintenance 

Minimizing 

Zhu et al. 

[18] 

Not described 

Filippini et al. 

[19] 

Ergodic random 

binary process 

 

3. CROSS-LAYER NETWORK 

ARCHITECTURE 

To change the functionality of software defined 

radios [1] to work as cognitive radio, learning is 

very essential function that must be added in it [33].  

The learning function make radios to enable the 

receiving of its environments inputs about any 

changes and on the basis of it system exhibit its 

behavior. In order to improve the system 

performance, if any changes occur in surrounding 

environment, system needs to learn by the 

interaction with environments to cope those 

changes. This learning functionality can be added at 

the time of routing in CRAHN, so that during the 

routing decisions channel decisions can be updated. 

The use of some Artificial Intelligence (AI) based 

learning technique can fulfill such kind of certain 

task using the mathematical model. Hence, 

Reinforcement Learning (RL) is one of the very 

popular AI based learning technique used for the 

routing based task in CRAHN.  

In RL, the learner gets the reward and 

punishment response through indirect feedback 

from its opponents for the correct action. Therefore, 

it does not depend only on the exploration for the 

reward decisions rather exploitation also taken into 

consideration while making any future decisions for 

its action. As end-to-end routing of a user is also 

involved the routing decisions for future routing 

decisions on the basis of previous reward and 

punishment methodology. Hence we are using RL 

approach for the methodology of our routing 

protocol in CRAHN so that it must be aware of the 

channel and user interferences. The RL-based 

learning agent can be implemented in a cross-layer 

approach in network architectural stack of CRAHN 

to make aware of the channel selection decisions at 

the time of end-to-end routing. Detail of the 

implementation, mathematical modeling and use of 

planning and decision in routing for future route 

decision will be discussed in this section and the 

implementation of RL technique is shown in Figure 

1. 

RL is providing a diverse set of learning 

techniques or algorithms to model different type of 

problems. On the basis of diversity, RL can be 

categorized into two major types as value iteration 

and policy iteration. The value iteration learning is 

based on the value calculated on the basis of 

optimal value function defined by the system. On 

the other hand, policy iteration learning is based on 

policy space directly. For the routing decisions, we 

can define any policy for the end-to-end routing 

path. Hence, the end-to-end routing decisions must 

be calculated on the basis of value iteration 

function. So, we will use the value iteration based 

learning techniques to model the routing protocol 

for CRAHN. Q-learning [34] is one of the very 

popular value iteration learning technique which we 

will use for our routing protocol for CRAHN. The 

routing decisions are based on previous primary 

users channel selection decisions to decide for the 

future channel selection during routing. Q-learning 

evaluated the channel on the basis of action-value 

pair or the Q-value, achieved by Q-function and 

stored in Q-table. These values are proceeds 

incrementally on the evaluations of Q-values which 
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are incorporated the channel quality of particular 

action at specific state and time.  

The Q-learning based learning agent is 

implemented in cross-layer of network architectural 

stack as shown in Figure 1. The working of the 

learning agent is based in the following steps and 

also shown in Figure 2. 

 
Figure 1: Proposed Cross Layer Network Architectural 

Stack for CRAHN. 

Step 1: The learning block at the middleware 

layer collects the channel requirement of secondary 

user to resolves the user interference and spectrum 

mobility challenges (to minimize the channel 

switching events due to user interference and 

resulted in maximizing of average data rate). 

Step 2: The performance requirement is received 

by learning agent in the middleware layer in the 

form of reward and punishment value, calculated 

by the use of Q-tables. 

Step 3: The AODV [--] reactive routing protocol 

is used on network layer. It facilitates the learning 

agent with ACK, Hello Interval, ACTIVE ROUTE 

TIMEOUT, ROUTE ERROR (RERR) and ROUTE 

REPLY (RREP) messages to carry the Q-values for 

the reward and punishment decisions variables to 

pass in the cross-layer.  

Step 4: Learning agent will take the action on the 

basis of Q-function, calculated on the basis on Q-

learning mathematical function which will be 

discussed in next Section IV.  

Step 5: Routing parameters will be reconfigure 

according to the ACK, hello interval, ACTIVE 

ROUTE TIMEOUT (ART), RERR and RREP. 

Step 6: All the above steps will work in a loop 

iteratively to observe the effects of environment 

changes occurred by the user interferences and 

channel switching. 

 
Figure 2. Working Steps of Q-Learning agent 

implemented in cross-layer 

4. MATHEMATICAL MODELLING 

We consider T pairs of secondary users (SUs) 

coincide with primary users (PUs) in the same 

geographical area. The SUs are connected as an ad-

hoc network and can listen to all other users for the 

network resource management. The C vacant 

available channels are there which can access by 

SUs in the absence of PUs. There is no central 

entity to control the resource management and 

using a channel sharing mechanism. For the 

purpose of channel sharing, multiple access 

network designed is used to select and 

communicate between the users. The channel 

transmission rate (Rtr) is calculated to evaluate the 

network performance in case of bandwidths 

difference of channels.  

The overall system is modeled as a mathematical 

model of non-cooperative game as {T, {Si}i∈ T , 

{Ui}i∈ T}. Where T is defined already and Si is the 

set of policies of {sa, sb...sT} for user i. Ui is the 
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utility function of user i such as Ui : Si → Rtr to 

choose the policy of sa from the policy set for the 

recent policy of its  strategy profile of its 

competitor: S−i. Users can choose any policy from 

the set of policies if no more user can differ at more 

to its policy. This state mathematically called Nash 

Equilibrium Point (NEP) and only occur if and only 

if Eq. (1) exists. ����� � ����� , �
��							∀	
 ∋ �, �� 	 ∋ 	 �� (1) 

where Ui is the utility function which can be 

calculated using the Eq. (2).  

����� , �
�� � � � �log	������ � ��      (2) 

where log (.) is used as natural logarithmic 

function and the constants β, γ, and δ in the utility 

function are user defined. The policy can be chosen 

that used for the channel transmission of a channel 

and packet arrival rate λ for user i ∈ T. For the 

purpose of channel assignment which is effected by 

the user interference, Q-learning based channel 

selection algorithm is included in current routing 

parameters. To reach at the above defined NEP 

point, it is very important that the learning effect of 

Q-Learning will give the state of channel selection. 

Now in the above Eq. (2) if SUs will utilize just 

simple natural logarithmic without any learning 

policy, channel assignment faces the user 

interference as an operation overhead and increases 

the frequency of channel switching events.  

The Q-Learning implementation during the 

channel selection decision will make it possible to 

select a better channel for its end-to-end 

transmission on the basis of its previous experience. 

The mathematical model of Q-Learning is 

includedto decide the channel policy in the set of 

policies. Now the Q-Learning is used to calculate 

the Q-tables [34] and the values will be updated 

based on the quality of channel and reward which 

can be selected using the Eq. (3). �� !��, "� � ����, "� � #$%����� , �
�� �����, "��&(3) 

where Qt+1(s, a) and Qt(s, a) represent Q values 

in Q-table of a user at time (t + 1) and trespectively 

for choosing an action a from policy s. E [U(sa, 

s−a)] imply the average reward and α is the learning 

rate. The learning rate is used to determine the 

updating of Q-values. It is very important to 

balance the network state of routing protocol and 

performance of secondary users. Hence, to avoid 

intrusive changes in the network state, learning rate 

is used as a fixed rate of 0.02. A channel will be 

selected on the basis of Q-value which can be 

collected using the э-greedy exploration. Secondary 

user chooses a random channel with Э probability 

of channel selection. In Q-table the э-greedy 

exploration is given with probability of (1− э). The 

exploration of future routing decisions of a 

Secondary User will start if the value of э is very 

high and the updating э of will be done after each 

successful packet transmission as, 

∋�∋ � ∋'()��*(�+�,*�*+         (4) 

From Eq. (4), the probability of selecting a 

channel is calculated using Eq. (5). -� !���� �
.1�∋ �0 ∋1()��*(�+�,*�*+2 
3����, "�
�	4
546�7∋1()��*(�+�,*�*+ 	87469:
�6 (5) 

 The SUs can exchange channel 

information to facilitate Q-learning. As given in Eq. 

(5), users rely on its own packet exchange 

information for Q-learning so that users 

periodically access the channel. As a result, the 

learning rate for any user in the network is long. 

Here, we consider that users embed the average 

channel reward information with the ACK message. 

This follows with, all other users in the channel 

updating the Q-table using this average channel 

reward information. This small change in the MAC 

protocol will cost very small amount of extra time 

to transmit the ACK packet. Also, for the sake of 

simplicity we consider received ACK packets are 

error free.  

In the implementation of learning agent based on 

Q-Learning, each user will calculate two Q-values 

such as Qpenalty and Qreward. The Qpenalty 

shows the punishment value in Q-table for unstable 

network status and in this case the ART and Hello 

interval value will be decreased. On the other hand, 

Qreward produces the network stable state and in 

this case the reward value will be updated with 

increment in the value of ART and Hello interval. 

The Qpenalty and Qreward can be calculated as 

following: �(*;�<�= � �1 � #����, "�(*;�<�= � #���>, ">�  (6) 

�+*?�+) ��1 � #����, "�+*?�+) � #���>, ">�+*?�+)        (7) 

Here, every secondary user will utilize the above 

function to calculate the Q-values for its local 

routing action and make it self-configuration. The 

entries in Q-table will be updated on the reception 

of RREP packet by each user. These values can 
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also be calculated using the End-to-End delay as 

given by: 

@6:"9A � ���>, ">�+*?�+) � B C !DDE� DDEF�GH I �
B�DDEF�GDDE� �        (8) 

Whenever a RREP packet arrives at back to the 

source with a defined path from the source to 

destination the reward value will updated and 

contrary the penalty can be calculated as: 

J6B"K7L � ���>, ">�(*;�<�= � B� DDE�DDEF�G�     (9) 

In case of broken path due to user interference, a 

RERR packet will be generated which will be sent 

to the source to inform the path status. Here, EEDt 

is showing the recent End-to-End Delay of a user at 

a specific time t whereas EEDmax representing the 

maximum End-to-End Delay of any time. The n is 

showing the normalization constant. To see the 

overall routing performance, end-to-end delay 

calculated from source to destination plays a vital 

role.  Hence, end-to-end routing is tightly coupled 

with the end-to-end delay and the effect of it can be 

observed using the reward and penalty function 

[37]. The values of penalty and reward will be 

updating using the ART and Hello interval as 

follows: 

Step 1: The learning duration time = 30    

seconds, and the increment or decrement of ART 

and Hello intervals will be done with equal 

probability.  

Step 2: On the reception of RREP, ROUTE 

REPLY message will be sent and the reward will be 

calculated with updating the Qreward, and Go To 

step 4. 

Step 3: On the reception of RERR, ROUTE 

REPLY message will be sent and the penalty value 

will be calculated by updating the Qpenalty, and Go 

To step 4. 

Step 4: Check if Qreward> Qpenalty, then 

decrease the value of ART and Hello Interval by 1, 

otherwise increase each value by 1. 

The channel selection algorithm based on Q-

Learning is given below, which is used to minimize 

the channel switching events in case of user 

interference. 

 

5. SIMULATIONS AND RESULT 

ANALYSIS 

Simulations are performed using software based 

network simulator for network-level simulations 

known as Cognitive Radio Cognitive Network 

(CRCN) [36,41,42]. This simulator uses the 

services of Network Simulator -2 (NS-2) 

[37,43,44]. The main reason for choosing this 

simulator is to provide the performance evaluations 

based on the dynamic spectrum resource allocation 

and user control management algorithms on 

network-level. It also supports the Cognitive Radio 

Ad-Hoc Networking protocols such as MAC and 

Routing protocols. The realistic network traffic is 

generated using the NS-2 topology patterns. The 

spectrum management parameters such as 

transmission power, propagation and etc. are 

reconfigured for every user by providing the multi-

radio multi-channel PHY layer [36]. The proposed 

algorithm is evaluated on the basis of some QoS 

parameters such as number of channel switching 

events, average data rate and end-to-end delay and 

compared it with the other routing protocol 

Opportunistic Spectrum Access (OSA) in CRN 

offered based on learning [34]. The simulation 

parameters are listed in Table 2. 

The results are generated on the basis of packet 

level transmission from source to destination. First 

of all the performance of proposed algorithm is 

evaluated for the number of channel switching 

events as shown in Figure 3. The graph shows that 

the number of channel switching events reduced 

very significantly. This happens as in OSA learning 

mechanism is used on MAC layer and not 

incorporated with network layer. The proposed 

algorithm makes it possible by the use of cross-

layer approach using the implementation of 

learning agent. The proposed parameters are used 

to learn the channel selection using Q-learning for 

future routing decisions. This learning technique 

can reinforce the spectrum mobility and the 

availability of dynamic spectrum access.  
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Figure 4 indicates that the proposed algorithm 

offered a very good channel selection algorithm 

based on learning mechanism as it is improving the 

average data rate. Due to the decrement in channel 

switching events for overall transmission of a SU, 

the average data rate can be improved. Hence, the 

proposed methodology can be very useful for the 

real time networks. The effect of user interference 

can be managed using learning mechanism. This is 

also very important to improve the overall QoS-

based routing protocol for CRAHN. To observe the 

QoS-based routing parameters for analyzing the 

proposed algorithm end-to-end delay must be 

evaluated for the end-to-end transmission. 

Table 2: Simulation Parameters 

Parameter Value 

No. of cognitive nodes 50 

No. of channels 3 

Bandwidth, Channel 1, 2 & 3 2 MHz, 4 MHz & 6 MHz 

Data type Best effort 

Packet Payload 8184 bits 

Packet arrival rate, λ Uniform (1,5) 

MAC header 272 bits 

MAC protocol 802.11 

CogMAC 

β, γ,&δ of utility function 0.16, 0.8 & 400 

α 0.02 

Update parameter 100 

PHY header 127 bits 

ACK 112 bits + PHY header 

RTS 160 bits + PHY header 

CTS 112 bits + PHY header 

Slot time 50 μs 

DIFS 128 μs 

SIFS 28 μs 

Bit rate, channel 1, 2 & 3 2 Mb/s, 4 Mb/s, 6 Mb/s 

 

Figure 5 shows the result for end-to-end delay 

(EED) and compared with OSA routing protocol, 

which clearly shows the significant difference in it. 

The EED results can also be used to calculate the 

overall throughput of the network. The throughput 

improvement for real time networks such as TV 

networks is based on the EED specifically for 

broadcasting networks. The EED calculated on the 

assumption of balance network state between 

primary and secondary users by fixing the learning 

rate. Now this is very important to see the effect of 

learning rate on the implementation of learning 

agent in our proposed algorithm for EED 

calculation. Figure 6 indicated the effect of learning 

rate α and according to it when learning rate is 

approximately 0.0016 then the end-to-end delay is 

minimum. 

 

Figure 3: Number of channel switching events. 

 

Figure 4: Average data rate for the Secondary Users. 

There are also many other learning techniques 

can be used to improve the QoS parameters. The 

results are showing that the AI based techniques 

can be very beneficial for developing the routing 

strategies of CRAHN. The channel selection 

decisions are also improved during the end-to-end 

transmissions and can be incorporated on network 

layer using the learning agent. In case of MAC 

layer modification for the channel selection is not 

much beneficial as it shows the result comparison. 

The dynamic property of spectrum is useful when 

any user can switch to any other available channel 

without any delay and interruption to its end-to-end 

transmission. Hence, it is proved that the end-to-

end routing decisions are very important to improve 

the overall QoS of CRAHN. 
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Figure 5: End-to-End Delay for the Secondary Users. 

 

Figure 6: The effect of learning rate on EED. 

6. CONCLUSION 

 

Routing is the major perception of end-to-end 

transmission and Quality of Service (QoS) for the 

wireless network system. This issue even turns 

worse in case of Cognitive Radio Ad-Hoc Network 

(CRAHN). The implementation of Artificial 

Intelligence (AI)-based learning techniques has 

optimized the performance of PHY and MAC layer 

protocols for CRAHN. Insufficient consideration 

has been given in research to promote learning 

techniques at network layer for improving the QoS 

for end-to-end routing protocols in CRAHN. We 

contended that the integration of learning from the 

previous channel selection experience for routing 

can improve the future routing decisions for 

Secondary Users to improve the QoS-based routing 

in CRAHN. This is done by the implementation of 

learning agent in cross-layer network architectural 

stack.  The proposed algorithm is implemented 

using autonomously reconfigured network systems 

with a cross-layer approach. The proposed 

algorithm can be applied for large CRAHN to 

improve the QoS for the overall network where the 

characteristics of a network can change frequently 

and the number of nodes is participating more. The 

mathematical model is presented for the proposed 

algorithm and the simulations are carried using 

CRCN simulator based on NS-2 simulator. The 

performance is evaluated and compared with one 

routing protocol offered for CRAHN based on 

learning algorithm which shows the significant 

improvement in QoS-based routing. Hence, the 

proposed protocol is having much better QoS-based 

routing performance in CRAHN than the OSA 

routing protocol. The proposed methodology is 

only applicable for the CRAHN and not for CRN 

where the resources are managed centrally. This 

enhancement will make enable the TV broadcast 

networks to utilize as cognitive radio ad-hoc 

networks. Each node must take its own channel 

selection decisions for the routing decisions. The 

channels information must be available to the 

network layer, so that the learning mechanism can 

in-cooperated with MAC layer. There are many 

other learning techniques are available which must 

be tried to solve the mentioned routing problem. In 

future we want to investigate the performance of 

our algorithm with other QoS-based routing 

parameters like throughput etc. and by the 

implementation of more learning techniques in real 

test bed scenario. The other reinforcement learning 

techniques can also be considered for the overall 

purpose of channel selection and routing at the 

same time. The effect of other learning techniques 

on this issue is very interesting research area and 

must be evaluated and simulated.  
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