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ABSTRACT 

The study of Image Quality Assessment (IQA) in digital image and video processing is challenging due to 

the existences of numerous types of distortions such as blur, noise, blocking, contrast change, etc. 

Nevertheless, it is interesting to devise a metric system in order to determine the quality of an image 

quantitatively. Currently, most of the existing No Reference(NR)-IQA metrics focus on the quality 

evaluation of distorted images due to compression, noise and blurring. The related work performed in the 

area of NR-IQA for Contrast Distortion Images (CDI) is quite limited unfortunately. Also, most of the 

existing NR-IQA metrics are designed in spatial domain and very little of them are devised based on 

Multiscale Geometric Analysis (MGA) Transforms. Therefore, in this paper, NR-IQA metrics are classified 

into two groups, i.e. NR-IQA Metrics for general purpose and NR-IQA Metrics for CDI. Due to the fact 

that our main focus is contrast distortion, NR IQA metrics have been overviewed in both spatial and 

transform domains. We classify the transform domain into traditional transform and MGA transform then 

focusing on MGA Transforms. Subsequently, the MGA transform which is suitable for the design of NR-

IQA metric used to predict the quality of CDI is proposed.  The presented survey will to keep up-to-date 

the researchers in the field of image quality assessment especially for CDI. Also, this survey provides an 

outlook for future work using many combinations among MGA Transforms to access to new IQA metric 

for CDI. 

 

Keywords: Image Quality Assessment (IQA), Contrast Distortion Images (CDI), No-Reference Image 

Quality Assessment Algorithm (NR-IQA), Multiscale Geometric Analysis (MGA) Transforms. 

 

1. INTRODUCTION 

 

   Distortions occurred during the acquisition, 

processing, compression, storage, transmission, 

reproduction and sharing time of information 

between the devices may affect the visual quality 

of images. Thus, it is always desirable to 

measure the image quality [1].  

Generally, there are two measurement 

approaches for IQA or Video Quality 

Assessment (VQA), i.e. subjective and objective 

methods. Subjective quality assessment is time-

consuming, expensive, and impractical in real-

world applications especially for real-time 

applications. Therefore, Objective IQA 

algorithms are preferable in order to analyze the 

images and to predict the quality without human 

role. Depending on the availability of an “ideal 

quality” original image, objective IQAs are 

classified into Full Reference (FR), Reduce 

Reference (RR), and No Reference (NR) (see [1, 

2]). Figure 1 shows the general taxonomy of 

IQA/VQA. 

   In many applications, FR-IQA and RR-IQA 

are restricted by the requirement of a reference 

image. Therefore, No-Reference Image Quality 

Assessment (NRIQA) metrics are preferable 

whenever a reference image is unavailable [3]. 

Image distortions such as noise, blur, contrast 

change etc. present in most of the images. These 

distortions can degrade the entire quality of the 

image. For example in image compression, if the 

captured  image  contains  distortions  then  it  

would  not  match with  the  original  image  that  

is  stored  in  the  database.  So finding   the   

quality   of   the   image   in   those   areas   is 

very necessary [4, 5].  

 

   Most No-reference (NR)/blind image quality 

assessment (IQA) metrics are designed for the 
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quality assessment of images distorted by 

compression, noise and blurring. Fig. 2 

illustrates the reference image with five types of 

distortions. In general, a distorted image has the 

lower perceptual quality than its corresponding   

 

ideal version. Contrast change, however, is 

distinct from the above distortion types for the 

reason that an image processed by a proper 

histogram mapping can obviously improve 

image contrast and visual quality. Fig. 3 

illustrates the reference image with contrast 

distorted type.    
 

 
Figure 1: IQA Measurement Classifications 

 

 

 

 

 

 

 

 

 

 

 
Figure 2: Reference Image with Five Distorted Types. (a) Reference Image (b) Gaussian Blur (c) Fast-Fading            

(d) Jpeg2000 Compression (e) Jpeg Compression (f) Gaussian White Noise [5] 

Figure 3: (a) Original ‘Lenna’ Image, (b) Low Contrast (Dark) ‘Lenna’ Image, (c) Low Contrast (Bright) ‘Lenna’ 

Image, (d) Histogram Equalized ‘Lenna’ Image [6] 
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   Despite the importance of contrast change, most 

existing IQA models ignore it in the literature. 

Thus, this paper aim is to present an extensive 

review on existing NR-IQA metrics in both spatial 

and transform domains to identify the existing NR 

IQA metrics based on MGA transforms that are 

suitable for CDI. 

   An overview on some of the existing MGA 

transforms is highlighted in Section 2. Section 3 

describes the current NR-IQA metrics. The results 

evaluated by using the Spearman Rank-Order 

Correlation Coefficient (SROCC) for various NR-

IQA metrics are reported in section 4. Finally, 

Section 5 concludes the current work. 
 

2. MULTISCALE GEOMETRIC ANALYSIS 

(MGA)  

   

   Traditional transforms such as wavelet and Gabor 

transforms fail to explicitly extract the image 

geometric information such as line, curve and 

contour. This problem can be circumvented by 

MGA transform. MGA is considered as one of the 

common feature extraction methods due to its 

optimal representation of high dimensional 

functions [7]. MGA has the following main 

properties:  

i. Multi- resolution mechanism can represent 

images in continuous resolution values, which 

is normally called band pass. 

ii. In time and frequency domains, the basis of 

MGA are directional and local [8]. 

   The emergence of MGA [9] has increased the 

number of transforms by combining multiscale and 

multidirectional transform properties.  MGA offers 

a series of transforms such as Ridgelets [10], 

Curvelets [11], Wave atoms [12], Contourlets [13], 

Complex wavelets [14], Cortex transform [15], 

Steerable pyramid, Bandelet [16], Wavelet-based 

Contourlet transform (WBCT) [17], and Hybrid 

Wavelets and Directional (HWD) filter banks [18]. 

MGA is an arising area of high-dimensional signal 

processing and data analysis which is commonly 

used in computer vision and machine learning. 

MGA transforms can extract features such as lines, 

curves, and contour of object from the decomposed 

images in order to simulate the multichannel 

structure of HVS. As mentioned in Table 1, 

different transforms of MGA are able to capture 

different features of an image while providing a 

perfect complement to each other.  
Table 1: Main Features Captured By Different MGA 

Transforms [19] 

 

 2.1 Curvelet Transform 

    The Curvelet transform is a special member of 

the MGA transform designed to represent edges 

and other singularities along curves much more 

efficiently than traditional transforms [20]. Shen et 

al. [21] are the pioneers in using Curvelet with NR-

IQA and they have shown that this technique 

appropriate to capture the curved singularities 

within the natural images. In addition, it can be 

used as a filter discriminator because the 

corresponding Curvelet coefficients are very 

sensitive to noise and blur.  Curvelet transform has 

several properties such as approximate properties, 

high directional sensitivity, highly anisotropic, and 

its ability to treat the singularities and the curve of 

the edges accurately. 
 

2.2 Wave Atoms Transform 

  Wave atoms transform is also one of the MGA 

methods. The name “wave atoms” comes from the 

representation of the propagation way of the wave 

atoms. The main characteristic of wave atoms 

transform is its ability to adapt to arbitrary local 

directions of a pattern and to sparsely represent      
anisotropic patterns aligned with the axes [12].  
 

2.3 Contourlet Transform 

   The Contourlet transform is one of the MGA 

algorithms designed based on two dimensional non-

separable filter banks. Apart from providing 

abundant directional selectivity, it is able to deal 

with the singularity in two or higher dimensions 

and represent different directional smooth contours 

in natural images [22]. 
 

3. EXISTING NR-IQA METRICS 
   We classify the existing NR-IQA metrics into two 

groups of NR-IQA metrics, i.e. NR-IQA Metrics 

for general purpose and NR-IQA Metrics for CDI.  

 

3.1 NR-IQA Metrics for General Purpose 

Transform Main feature captured by MGA 

methods 

Wavelet Point 

Curvelet Continues closed curve on smooth 

plane c2 

Bandelet Continues closed curve on smooth 

plane c2 (α > 2) 

Contourlet Area with subsection smooth 

contour 

WBCT Area with smooth contour 

HWD Area with smooth contour with 

angle 
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Most of the current NR-IQA metrics focus on compression artifacts, noise and blurring. Table 2 shows 

various NR-IQA metrics based on MGA transforms.  
 

Table 2: Previous of NR-IQA Metrics based on MG

Algorithms Year Databas

e Used 

Results 

NR IQA Metric based on the 

Curvelet Transform, called 

(CNR) model [21]. 

2009 LIVE 

,HIS    

DB 

The CNR metric outperform on several methods including 

(SSIM and PSNR) in predicting levels of noise, blur and 

JPEG 2000 compression of natural images. CNR is the 

first IQA using the Curvelet transform. 

NR IQA Metric using 

contourlet transform based on 

NSS (CNSS) [22]. 

2010 LIVE Algorithm is superior to the conventional NSS model and 

can be applied to different distortions. 

Nonsubsampled Contourlet 

transform based algorithm for 

no-reference image quality 

assessment (NCNSS) [23]. 

2011 LIVE NCNSS Performance are effective and consistent with 

visual quality than those by WNSS or CNSS-based 

NRIQA on four distortion types of image sets in the LIVE 

image database except for JPEG2000 compressed images. 

NR-IQA metric based on a 

hybrid of Curvelet, wavelet and 

DCT transform, called hybrid 

no-reference (HNR) model [4]. 

2011 LIVE The proposed HNR model was handled the four filters, 

which has been used successfully to predict the noise or 

blur level of compressed images. 

NR-IQA approach based on 

visual codebooks. A visual 

codebook consisting of Gabor-

filter-based local features 

extracted from local image 

patches is used to capture 

complex statistics of a natural 

image [24]. 

2012 LIVE The predicted image quality assessment score was 

consistent with human visual perception of quality. This 

method was comparable to state-of-the-art general-

purpose NR-IQA methods and outperforms the FR IQA 

metrics, PSNR and SSIM. 

A new NR IQA model using 

Curvelet transform based on 

NSS methods. (CurveletQA) 

[25]. 

 

2014 LIVE,TI

D2008 

Experimental results show that a set of energy features 

extracted in the Curvelet domain are highly relevant to 

natural image quality across multiple distortion categories. 

Low time complexity. CurveletQA proved superior to the 

NR approaches: DIIVINE and BLIINDS-II but inferior to 

the spatial NR approaches: BRISQUE. Some 

improvement with color images quality prediction because 

some distortion information is hidden in color components 

especially for multiple distortion images. 

General purpose NR IQA 

algorithm based on Shearlet 

Transform. It is as combination 

of NSS and training based 

approaches (SHANIA) [26].  

 

2014 LIVE, 

Multiply 

distorted 

LIVE 

and 

TID2008  

 

SHANIA does not incorporate any prior knowledge about 

distortions, making it suitable to many distortions. 

Distorted images usually contain more or less spread 

discontinuities in all directions. Shearlet are apt at 

detecting these discontinuities. Thus, these variations in 

statistical property can be easily detected by shearlets and 

applied to describe image quality distortion. 

NR IQA based on Steerable 

Pyramid Decomposition using 

NSS (SPNSS) [27, 28]. 

 

 

 

2014 

 

LIVE  

 

The proposed method is capable of assessing the quality 

of a distorted image across multiple distortion categories 

and without any prior knowledge about the distortion of 

the original image. These in contrast with most NRIQA 

algorithms.  The results indicate that SPNSS outperforms 

WNSS, CNSS, NCNSS, BIQI, BLIINDS and DIIVINE on 

consistency, accuracy and monotonicity of prediction. 

SPNSS has a simpler learning process and less 

computational complexity. 
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   Most of the NR-IQA metrics are tested on 

LIVE database (comprises limited distortion 

types (5 types of distortions)) as shown in table 

2. In addition, existing NR-IQA metrics focus on 

the quality evaluation of compression, noise or 

blurring distortions of images as highlighted by 

[29]. 
 

3.2 NR-IQA Metrics for Contrast Distortion 

Images (CDI) 

 

   On the other hand, NR-IQA is rarely applied 

for Contrast Distortion Images (CDI), which 

may be attributed to the lack of databases for 

CDI. Four databases i.e. TID2008, CSIQ and 

TID2013 and  

CID2013 are used in the research of contrast-

related IQA. Therefore, we will survey the 

existing NR-IQA-CDI in two domains (spatial 

and transform). 

 

3.2.1 NR-IQA-CDI in spatial domain 

 

   Most of the existing methods judge the contrast 

quality in spatial domain [6, 30, 31]. Table 3 

shows the related works in contrast distortion. In 

order to validate the results of different IQA 

algorithms with human (subjective) judgments of 

quality, different databases are used to test the 

performance of these algorithms. Details on 

these database are shown in table 4. 

 
Table 3: List of the Most NR-IQA Measures for Contrast Distortion 

 

Algorithms Year Database 

Used 

Results 

In [6], the contrast quality is 

determined by two metrics the 

histogram flatness (HFM) and 

spread (HS). 

2011 Natural 

and 

Medical 

images 

Low contrast images have low HS value, while 

high contrast images have higher value of HS. 

Thus HS can effectively discriminate low and 

high contrast images. 

In [30] propose a novel reduced-

reference image quality metric for 

contrast-changed images (RIQMC) 

which depends on the information 

residual between the input and 

distorted images as well as the first 

four order statistics of the distorted 

image histogram. 

2013 TID2008

,CSIQ 

and 

CID2013 

Although it can achieved impressive performance, 

a major drawback is that relies on partial access to 

the reference image, which is unavailable in 

practice and is not based on natural image 

statistical (NSS) models.  

 

In [31] propose a no-reference (NR-

IQA) of contrast distorted images 

(NR-CDIQA) based on the principle 

of natural scene statistics (NSS). 

2015 TID2013

,CSIQ 

and 

CID2013 

It is propose a simple but effective method for no-

reference quality assessment of contrast distorted 

images (NR-CDIQA) based on the principle of 

natural scene statistics (NSS). 

 
Table 4: Description of Publicly Available Databases 

 

Dataset Ref. 

Images 

No. 

Distorted 

Images 

No. 

Distortion 

Types No. 

Image 

Format 

Subjects 

No. 

Subjects score 

format (Range) 

 

TID2008 [32] 25 1700 17 color 838 MOS(0-9) 

CSIQ [33] 30 866 6 color 35 DMOS (0-1) 

LIVE [29] 29 779 5 color 161 DMOS (0-100) 

IVC [34] 10 185 4 color 15 MOS(1-5) 

MICT [35] 14 168 2 color 16  

WIQ 7 80 5 gray 60 DMOS (0-100) 

A57 3 54 6 gray 7 DMOS (0-1) 

TID2013 [36] 25 3000 25 color 971 MOS(0-9) 

CID2013 [30] 15 400  color 22 MOS(1-5) 
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3.2.2 NR-IQA-CDI in transform domain 

 

   We classify the transform domain into 

traditional transform e.g. FFT, DCT and Wavelet 

transform and MGA transform (e.g. Curvelet, 

Contourlet, Shearlet and SPD). In this paper, we 

focus on MGA transforms. Although the MGA 

methods are popular in contrast image 

applications (see [37, 38, 39, 40, 41]), its role in 

the research of IQA for contrast distortion 

images (CDI) is somehow limited. 

   The results of using MGA Transform to 

decompose the images at different scale, 

orientation and location are often promising. 

Curvelet transform, for example, has many 

applications in image processing such as contrast 

enhancement [37]. Also, it is used to overcome 

the drawbacks of traditional multi-scale 

representations such as wavelets. Due to the 

limited number of works dealing on the usage of 

MGA to assess the quality of CDI, we aim to 

identify the existing NR IQA metrics based on 

MGA transforms that are suitable for CDI. 

 

 

 

 

 

4. THE EVALUATION RESULTS BY 

(SROCC) FOR VARIOUS NR-IQA 

METRICS 

    

   There are plenty of statistical measures used to 

evaluate the performance of IQA metrics such as 

Spearman Rank-Order Correlation Coefficient 

(SROCC), Pearson’s Linear Correlation 

Coefficient (PLCC) and Outlier Ratio (OR) 

between predicated quality score and Difference 

Mean Opinion Scores (DMOS). SROCC and 

LCC values that are close to 1 indicate good 

performance in terms of correlation with human 

perception. These metric measures the prediction 

monotonicity, prediction accuracy and prediction 

consistency. 

   We will classify the evaluation of NR-IQA 

Metrics into two groups: NR-IQA Metrics for 

general purpose and NR-IQA Metrics for 

contrast distortion. 

 

4.1 Evaluation of NR-IQA Metrics for 

General Purpose 

 

   Table 5 reports the evaluation results by 

(SROCC) for various NR-IQA metrics with 

different MGA transforms, e.g. Curvelet, 

Contourlet, Shearlet, and Wave atom.

 
Table 5: The Evaluation Results by (SROCC) For Various NR-IQA Metrics with Different MGA Transforms 

 

 

   The NR IQA metrics (general purpose) based 

on MGA transforms are shown in table 5. [21, 

25, 4] have introduced a new NR- IQA Metric 

based on Curvelet Transform and NSS. In 

particular, [25] have proposed a good NR-IQA 

Metric through experimental results which have 

outperformed the existing MGA transforms.   

 

 

 

4.2 Evaluation of NR-IQA Metrics for Contrast 

Distortion Images (CDI) 
 

   Most of the existing methods judge the contrast 

quality in spatial domain. But there is no other 

NR measure based on MGA transforms that has 

been developed specifically for contrast 

distortion. Table 6 illustrates the evaluation 

IQA Metrics JPEG2000 JPEG White Noise 

(WN) 

G Blur Fast Fading 

(FF) 

Curvelet Transform, called (CNR)  II 

[21] 

0.905 - 0.968 0.948 - 

Hybrid no-reference (HNR) [4] 0.925 - 0.948 0.922 - 

CurveletQA [25] 0.9376 0.9117 0.9876 0.9650 0.9005 

Contourlet Natural Scene Statistics 

(CNSS) [22] 

0.8238 0.5623 0.6005 0.8561 0.8231 

Nonsubsampled Contourlet domain 

NCNSS [28] 

0.8669 

 

0.9161 

 

0.9519 

 

0.8651 

 

0.8880 

 

Steerable Pyramid Decomposition                  

( SPNSS)  [28] 

0.9263 0.9276 0.9568 0.9382 0.8987 

NR IQA algorithm based on Shearlet 

Transform SHANIA [26] 

0.8611 0.8918 0.9582 0.9674 0.9169 
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results of the existing IQA algorithms which are 

dedicated for CDI in spatial domain. 

 

 

 

Table 6: The Evaluation Results by (SROCC) for Various IQA Metrics 

 

 

 

 

   The performance of the existing state-of-the-art 

IQA algorithms such as NR-IQACDI on CSIQ and 

TID2013 Databases can be improved. The current 

NR-IQACDI uses features in spatial domain; 

therefore, feature is used as well in MGA 

transform. It can be seen from table 5 that the 

Curvelet transform outperforms the existing MGA 

transforms. The Natural Scene Statistics (NSS) 

features in the Curvelet domain are useful in the 

assessment of the quality of image distorted by 

compression, noise and blurring. Therefore, we 

recommend Curvelet transform in IQA of CDI. 

 

5. CONCLUSION 

 

   Although MGA methods are popular in contrast 

image applications, the understanding of its role in 

the research of IQA for contrast distortion is still 

vague. 

   NR-IQA approaches designed for CDI have been 

reviewed and we have highlighted the importance 

of IQA algorithms. Besides that, the weakness of 

the existing image quality measurement algorithms 

in both spatial and transform domains have been 

identified in order to find a good MGA transform 

for quality prediction.  

 

   From the literature review, most of the existing 

NR-IQA algorithms based on MGA transforms are 

designed for general-purpose. There is no NR 

measure based on MGA transforms that has been 

developed specifically for contrast distortion. From 

the current work, we found that CurveletQA 

outperforms the existing MGA transforms in terms 

of exhibiting high correlation with human 

perception. Therefore, Curvelet transform is 

recommended for designing the NR-IQA Metric 

used to predict the quality of Contrast Distortion 

Images (CDI). 
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