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ABSTRACT 
 

Nowadays, cloud computing technology is experiencing a fastest growing in terms services demand and 
number of cloud clients which make the business organizations against a critical issue must be addressed 
”How to Secure Cloud Data Center (CDC)”. As result, this major challenge has attracted the attention of 
several research works. The attacker is looking for unavailability of service, dysfunctioning of resources 
and maximization of financial loss costs. There are many types of attack such as Denial of service (DoS) 
and Distributed Denial of Service (DDoS) where the key objective for the attacker is to cause an 
overloading of the system network. They seek to send through a victim server a huge size of data as 
flooding packets so as to block and prevent the users to be served. This paper introduced a defending 
system for DoS attack mitigation in CDC environment. Generally, it discussed the different techniques of 
DoS attacks and its countermeasures as well proactive filtering and detection mechanisms. Consequently, to 
validate our proposed solution, we have implemented our analytical model in Discrete Event Simulator. 
The proposed mathematical model considers many performance parameters including response time, 
throughput, drop rate, resource computing utilization, and mean waiting time in the system, mean number 
of legitimate clients in the system when varying the attack arrival rate. Indeed, we have estimated the 
incurred cost from the attack. Implementing performance analysis using queueing theory and simulation 
experiments, the proposed solution would improve the flexibility and accuracy of DoS attack prevention, 
and would obviously make the cloud computing environment more secured. 

Keywords: Queueing Theory, Cloud Computing, Security, Performance Modeling, Dos Attacks. 
 
1. INTRODUCTION  
 

Cloud computing has emerged as a potential 
segment of IT which characterized by its dynamic 
scalability and virtualization of computing 
resources to be delivered as services over the 
Internet. However, flexibility, high availability, 
’pay-per-use’ for cost savings, and uncomplicated 
scalability are the essential benefits of cloud 
computing. Cloud computing has been identified by 
Gartner as the prime of the ten top strategic 
technologies for a considerable effect on 
organizations for few years ago [1]. A cloud 
computing infrastructure delivers multiple services 
through a data center, which can be accessed from a 
web browser anywhere in the world [2]. It allocates 
dynamically a big number of computing resources 
in order to run applications so that the legitimate 
users are served. Due to its elasticity, cloud 
providers are designed to provide storage, networks, 
servers, development platforms, and applications as 

computing resources to the cloud clients on the 
basis of their demand and their form of payment 
[3]. As result of this strong demand, the service 
availability and cloud security are under a big 
challenge and issues such as SYN flooding attack, 
DoS and DDoS attacks. Besides, the outstanding 
question to be answered is how to mitigate the 
impact of  DoS attacks in cloud environments? The 
attacker launches a DoS attack by sending a 
malicious flow of packets over the network that 
blocks and prevent the communication of legitimate 
users. 

 A denial of service attack is to paralyze an 
online service by sending a huge stream of packets 
through a single host to a target victim machine 
performing the service. Hence, the attack traffic 
consumes completely the network bandwidth so 
that the normal traffic will be dropped and rejected. 
The DDoS attacks flood the target machine with 
malicious packets from multiple distributed sources 
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which lead to bandwidth depletion and the 
unavailability of the service to the legitimate clients 
[4]. DDoS attack is defined as one of the offensive 
attacks which leads to serious effect on cloud 
servers and presents the critical threat among the 
list of cloud security threat pronounced by Cloud 
Security Alliance (CSA) for cloud computing 
infrastructures [5]. The attack packets generally use 
the TCP protocol. However, applying its three-way 
handshake, TCP based DDoS attacks, makes half-
open connections on the target server and sends a 
SYN flooding packets in order to cripple the server 
resources and block all new ongoing client requests 
[6]. 

Generally, HTTP DoS attacks attempt flooding 
web applications and making user access denied. 
The services are disrupted and blocked by 
establishing an invalid connection; creating SQL 
queries with resource utilization intensive to block 
the application database. However, the system 
overload on the flooded services is caused by the 
saturation of the network bandwidth. By exploiting 
the IP address, the attacker executes a flooding 
attack so as to make the service fully unavailable 
[7]. Therefore, there have been increasing interests 
on countermeasures and defense mechanisms in 
terms of detection, prevention and filtering 
techniques against DoS and DDoS attacks. The 
cloud computing security grows as a complex 
research area which involves multiple dimensions 
depending on problem scope. In this paper, we 
defined a defense system containing three sub-
models for attack mitigation in the cloud data center 
environment. The first sub-model is designed for 
filtering and detection of DoS attack. The second 
sub-model is the load balancing server for 
dispatching the client requests on each physical 
machine and the last sub-model represents data 
center where on each physical machine several 
virtual machines are running for data processing.  

The main contributions of this work can be 
summarized as follow:  

 For securing the cloud environment from DoS 
attack, a collaborative filtering and detection 
mechanisms were presented and described.  

 The proposed solution was modeled using 
queueing theory; it considers defense queuing 
model, scheduling model and execution 
queueing model. 

 An analytical model for the proposed 
mechanism is presented, and mathematical 
equations are derived for performance 
parameters considering two scenarios; the first 

one is without mitigation (attack) and the 
second one is with mitigation technique.  

 Numerical results are given to show how this 
filtering and detection mechanism positively 
impacts the security of system and its 
performance metrics. 

In this paper, we evaluate the impact of DoS 
attack on system performance parameters. We 
present a stochastic model for integrated detection 
and filtering mechanisms against DoS attacks. We 
provide greater details for our proposed solution. As 
well we carry out more results and analysis to 
discuss the effectiveness of the proposed model 
considering two different scenarios “Without 
mitigation (attack)” and “With mitigation”. We 
present the analytical and simulation results of 
multiple parameters to analyze the attack impact on 
security and QoS of CDC. In addition, we estimate 
the system cost resulting from the attack.  

The rest of this paper is organized as follows. The 
Section 2 presents the related work. Different forms 
of DoS attack are discussed and defending security 
tools are described in section 3. The proposed 
stochastic queueing model for the full proposed 
system is presented in section 4. Section 5 presents 
numerical analysis. Finally, section 6 is devoted to 
the conclusion and future work. 

2. RELATED WORK  
 

The whole network and cloud infrastructures are 
threatened by diverse attack types such as DoS and 
DDoS attacks. These attacks cause massive losses 
including the service downtime and the 
unavailability of resources and services delivered by 
Cloud providers [8]. The DoS attack is a particular 
case of DDoS attack. The DoS attack can be 
launched by a single host while in DDoS attack, the 
victim machine is attacked by multiple attack 
sources. Many research works have been conducted 
for Dos attack prevention and network security 
protection [9]. There have been various mechanisms 
and techniques of detection and attack filtering 
proposed in the literature [10], [11]. The aim is to 
predict the attacker’s behavior and to analyze the 
normal from malicious traffics. Anomaly based 
detection or signature based detection are proactive 
or reactive mechanisms to scan the incoming traffic 
and to filter the attacks which can be propagated in 
the network in order to limit the networking losses. 
Cloud computing is designed to provide the 
availability of computing resources and servers for 
response to user demands. However, the cloud 
service models delivered according to a pay-per-use 
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manner of network resources open the door to 
multiple attacks to occur. Moreover, to capture the 
attacker’s behavior and to estimate the impact of 
attacks, monitoring, detection, and filtering are 
enabled for attack traffic blocking, collection the 
network flows so as to offer a fine-grained analysis 
of attack sources [12].  

Hussain et al. [9] have presented a framework for 
DoS attacks classification. They used the header 
content to analyze the DoS attacks and they have 
suggested two approaches initial ramp-up transients 
and spectral analysis based on the attack packet 
stream information. Their proposed framework was 
validated and evaluated in term of automatizing the 
detection and response systems based on the number 
of attacks captured. The localization of DoS attacks 
is defined by identifying the sources of DoS attacks 
in the presence of IP spoofing. The well-known 
techniques are ingress and egress filtering [13] where 
all ongoing network traffic is filtered. The ingress 
filtering technique is deployed to guarantee that the 
ongoing packets are transferred from network 
sources by their correct IP addresses. This technique 
involves integrated routers for source IP address 
monitoring and dropping all incoming packets with 
incorrect IP address which not appeared in the list of 
IP addresses on which the router is connected. While 
the egress filtering is technique which controls the 
outbound network traffic in order to ensure that the 
spoofed packets cannot be outside to the internal 
networks. Other research works seek to perform the 
mechanisms to keep track of packets incoming over 
Internet where their source addresses are unknown.  

The authors in [14] have proposed a DDoS attack 
detection technique using half interaction anomaly 
degree. To deal with the problems occurred by the 
current methods which increase the false positive 
rate and false negative rate, their proposed method 
extracts the features of DDoS attacks from malicious 
flows and provides rapidly the DDoS attack 
reconnaissance. In [15] the authors have proposed a 
DDoS attack mitigation based on queueing theory. 
They have suggested a mitigation mechanism to 
estimate the number of resources needed to beat the 
DDoS attack and they deployed their approach in a 
real-world data set experiments. In [16], the authors 
proposed EDoS-Shield as a novel mitigation 
technique against Economic Denial of Sustainability 
(EDoS) attack in Cloud Computing environment. 
Their aim is to check if the requests are sent from 
legitimate users or generated by bots. They have 
proposed an architecture of which they have defined 
a responsible node on the verification process and the 
update of the white and black lists. The legitimate 

requests since their IP addresses exist in the white 
list are forwarded directly to the cloud service 
destination. In contrast, the requests generated by the 
bots whose their IP addresses are on the black list 
will be blocked by a virtual firewall. Through a 
discrete simulation experiment, they have evaluated 
the system performance and discussed the obtained 
results which conclude that the proposed solution is 
efficient for EDoS mitigation.  

In [17], the authors presented a potential Denial of 
Service (DoS) attack that seeks to compromise the 
security policy of a firewall especially its last 
matching rules. These rules are defined as the rules 
that are situated at the bottom of the ruleset of policy 
security of the firewall and that need more time so as 
to be processed by the firewall. They have suggested 
a probing technique to remotely locate the last-
matching rules of a firewall. They have executed 
some test experiments to discuss the effectiveness of 
the proposed solution. They have evaluated the 
performance parameters for firewall including CPU 
utilization, throughput, packet loss, and latency to 
discuss the effect of launching a low-rate DoS attack 
on the performance of firewalls. Ficco et al. [18] 
have proposed a scalable intrusion detection solution 
in a federated cloud environment for cloud providers. 
Their solution is designed to facilitate monitoring the 
hosted applications by cloud providers. In addition, 
they have presented a framework which investigates 
several features and interfaces for development and 
deployment of security components for attack 
prevention. In the work [19], the authors have 
proposed a reliable model to filter the abnormal 
traffic by controlling in real time the quality of 
service performance in function of user’s behavior 
through three principal phases monitoring, detection, 
and identification. They have suggested a method 
that improves the reliability of traffic filtration and 
predicts the normal from malicious traffic.  
Therefore, there are several research works in the 
literature that demonstrate that queuing models and 
Markov chains have been implemented as an 
efficient tool to model the system behavior at each 
time and to perform network performance evaluation 
and security analysis. For example, in [20] a digital 
model has been proposed which early identifies the 
attacks and marks in real time their sources. It 
generates warning alarms for identification of 
attacker who seeks to launch an attack. They have 
modeled their proposed solution using Markov 
chains and across simulation experiments, they 
demonstrated its effectiveness in term of distributed 
attacks detection when the network is under 
congestion and the user services are not completely 
denied. The previous researches [21], [22] have 
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incorporated the preventive and detective rules to 
find a trade-off between network performance and 
security based on queueing theory.  

 The trace back model of distributed attack in their 
initial phases offers more benefits including 
minimizing the bandwidth consumption by malicious 
users while keeping the continuity of the normal 
traffic sent from the same sources.  In [23], the 
authors have presented an analytical model to 
evaluate the performance of EDoS-Shield based on 
queueing theory modeling. They have defined 
multiple scenarios for EDoS-shielding analysis so as 
to mitigate the economic denial of sustainability 
attack which threatened the cloud computing services 
deployed. They have also calculated the key 
performance parameters which CPU utilization, 
system throughput and response time, to discuss the 
efficiency of the proposed solution. In [24], [25], the 
authors introduced a novel technique based on client 
puzzles as an effective tool for denial of service 
attacks mitigation and involves heavily overhead to 
zombies. They suggested a puzzle distribution 
mechanism where the aim is to establish access 
communication channel to clients. The authors in 
[26] have presented the SYN flooding attack as the 
best known DoS attack and proposed a simple 
queuing model. Hence they have discussed the 
different DDoS attacks and presented the existing 
solutions of defense. Otherwise, in [27] the authors 
have evaluated the packet delay jitter and loss 
probability as two security metrics according a two 
queuing models for DoS attacks. The finality of their 
research work is to improve the performance using 
the mitigation techniques based on packets filtering. 
In addition, the authors of the work [28] have 
analytically analyzed the impact of flooding attacks. 
They have presented a detection mechanism so as to 
study three key performance metrics which request 
arrival rate, queue-growth rate and response time. 

3. SYSTEM DESCRIPTION  
 

In this section, we consider that the DoS attack has 
two main techniques one to block the legitimate 
users from implementing the computing service i.e. 
the on-line services are unavailable and the other is 
to produce collisions and harm in the services. To 
mitigate the DoS attack in cloud computing, we 
proposed a defending system that consists of three 
components the Packet Filter (PF), the Bandwidth 
Analyzer (BA) and the Packet Analyzer (PA). These 
network security analysis tools are powerful to 
examine the traffic details, to detect the legitimate 
from malicious flows and to monitor the behavior of 

the attacker. Based on predefined rules, the PF filters 
and examines the incoming traffic. It checks the IP 
address of the packet so as to determine the traffic 
source if it is normal or malicious and then take 
decision about its processing to BA or to PA. The 
BA analyzes the packet size compared with the 
predefined threshold. If there is any bandwidth 
depletion attack then the packet is sent to PA else it 
will be processed by the Load Balancing (LB). The 
DoS attack creates a flooding attack by duplicating 
the requests using TCP or UDP packets. The 
attacker’s aim is to use the bandwidth of legitimate 
clients and prevent them from being served which 
involves the bandwidth depletion attack. The PA 
inspects the traffic, controls the privilege and the 
priority of the incoming packet. The attacker can 
launch a DoS attack using a false address and causes 
an overloading of network resources. The packet 
analyzer is responsible on dropping and blocking the 
packet if it’s abnormal or sending it to the load 
balancing for data processing if it is normal request. 

 
Figure 1: Description of the system architecture 

The proposed architecture (see Figure 1) consists 
on many legitimate users and DoS attackers (i.e. two 
types of traffic normal and malicious traffic), 
defending system which is described above and 
summarized in the Flowchart depicted in Figure 2 
and implemented in the algorithm below, the LB for 
dispatching and routing only the normal traffic to the 
specific physical server for data processing and the 
data center which consists on multiple Physical 
Servers (PS) hosting several Virtual Machines 
(VMs). In other hand, we focused on IaaS which 
provides virtualized computing resources over the 
Internet such as Amazon Web Services (AWS), 
Microsoft Azure, and Google Compute Engine 
(GCE) while all services delivered by the Cloud 
service provider are implemented across the VMs. 
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Algorithm: Filtering and detection Countermeasures against DoS attack 

Input:  
 Rq: new arrival packet 
 Th: The threshold of packet size 
 L: The packet size  
 V: The list of IP address range 
 PA: Packet Analyzer 
 BA: Bandwidth Analyzer 
 PF: Packet Filter 

 IF  ReqIP V  

 The PF sends the Rq to BA 

          IF L Th  Then 

       Rq is routed to the LB 
                 LB patches it to the Physical server for data processing 
            Else  L th  Then 
                     Rq is routed to PA 
                               IF  The Rq is legitimate  Then 
                                     The Rq is transferred to LB 
                               endIF 
                               IF  The Rq is malicious attack  Then 
                                     The Rq is dropped and the connection is blocked 
                               EndIF 
           EndIF 

                                 Else 

                                      The PF sends the Rq to PA 

                                             IF  The Rq is legitimate  Then 
                                                   The Rq is transferred to LB 
                                             endIF 
                                             IF The Rq is malicious attack  Then 
                                                  The Rq is dropped and the connection is blocked 

                                                endIF 

                                 endIF 
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Figure 2: System architecture Flowchart 

4. ANALYTICAL MODELING OF THE 
STUDIED STRUCTURE  

 

We modeled in Figure 3, the preventing DoS 
attacks in CDC as three stages queuing system. In the 

first time, The DoS attack arrives with rate a  , and 

the legitimate traffic with rate of c   per second. The 

DoS attack behavior has been formulated as Poisson 
process in many research works [29, 30]. So, The 
DoS attack behavior has been modeled as a Poisson 
process so as the normal connection arrival. The two 
flows are considered to be independent. 

Consequently, the ongoing traffic including the both 
normal and malicious flows is Poisson process with 

rate T a c    . 

The packet Filter receives the both normal and 

abnormal traffic with rate T  and checks the IP 

address of the incoming packet. We have two 
possible cases: The BA accepts the packet arrival 

with rate c   and the PA accepts the packet arrival 

with rate a . The three components of defending 

system are modeled as M/M/1 queueing system (i.e. 
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,FA BAQ Q  and PAQ ) where requests arrive according 

to Poisson process, and are probably routed from one 
queue to another queue [31]. The service time in 
each queue obeys an exponential distribution. In each 
queue, the service time of the client requests is drawn 
independent of the service times in other queues. 
After, the packet analyzed by BA it will be sent to 

LB with p  probability and it was sent to PAQ   with 

(1 )p  probability. Hence, the PA receives the 

packet from PF with rate a   and from the BA with 

rate (1 ) cp   and after checking the priority and 

the privilege of the packet; it sends only the normal 

traffic to the LB and drops the abnormal and 
malicious traffic. In addition, it updates the database 
by storing all new malicious activities detected. 
Furthermore, the LB receives the legitimate traffic 

coming from BA with cp  and from PA with 

(1 )( (1 ) )a cq p     and dispatches them to N  

Physical Servers.  The LB routes the request clients 

with the same probability 
1

N
  to each physical 

server for data processing. 

 

 
Figure 3: Queueing Model of the proposed system. 

4.1 Defense Module Queueing Model  
The Packet Filter, Bandwidth Analyzer and the 

Packet Analyzer are modeled as M/M/1 queue. We 

propose that all connections arrive with T  rate to 

the PF and are served with rate PF . In other words, 

c a    is the average arrival rate of normal jobs 

and malicious packets to Packet Filter PFQ  . In 

addition, we propose that the normal packets arrive 

with c  rate to the BA and are served with rate BA  

and, the normal packets arrive with (1 ) c ap      

rate to PA and are served with rate PA  . 

The Average traffic load offered at the Packet 

Filter queue PFQ  , the Bandwidth Analyzer queue 

BAQ  and at the Packet Analyzer queue PAQ : PF  

, BA  and  PA  respectively are given by : 

(1 )
;  ; c a cT

PF BA PA
PF BA PA

p    
  

 
       (1)                                  

Mean number of requests
PFN   in 

PFQ   , Mean 

number of requests  
BAN   in 

BAQ   and Mean number 

of requests 
PAN  in  PAQ  are: 

    
1

PF
PF

PF

N






 ;
1

BA
BA

BA

N






 ;
1

PA
PA

PA

N






  (2)                                  

Mean sojourn time   
PFT  in PFQ  , Mean sojourn 

time 
BAT  in  

BAQ  and Mean sojourn time PAT  in 
PAQ  

are given by :    

;  ;  
(1 )

PF BA PA
PF BA PA

T c a c

N N N
T T T

p   
  

 
  (3)                                    

The Mean number of client requests ( )E N  in the 

defending system: 

( )
1 1 1

PF BA PA

PF BA PA

E N
  
  

  
  

             (4)                                    

The Mean Sojourn TimeW : The mean total time 
spent in the defending system by a client request 
before being sent to the LB. 

  PF BA PA

PF BA PA

N N N
W

  
                          (5)    
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4.2 Load Balancing Queueing Model 
The load balancing server provides a scheduling 

queue to accept all client requests from defense 
module and after forwards them to each physical 
server running in the cloud based defined strategies 
and policies. Based on scheduling algorithms, LB 
optimizes the data center performance. In this paper, 
the load balancing server is presented as M/M/1/C 
queue. Where the LB forwards the user’s requests to 

one of the iPS ; i =1,...,N . The inter-arrival times 

between successive arrival legitimate requests are 
independent and exponentially distributed with rate 
1

L
 . We assume that the service time of the LB 

server queue is exponentially distributed with mean 

service time 1

LB
. The maximum number of jobs 

accepted is C . Hence when a new request arrives it 

will be accepted if the length of queue is less than C   
otherwise it will be rejected. Solving the balance 
equations and the conservation equation, the steady 

state probabilities 'k
   ( 'k  is the number of requests 

in the system) are calculated as follows: 

       '

'

1

( )
1 ( )(C 1)

L

kLB L
k

L LB

LB


   






 

                  (6)                                                                     

4.3 Data center Queueing Model 
We assume that on each physical server k  virtual 

machines are running. However each physical server 
is presented as M/M/k/K queueing system. Each PS 
can process at maximum K client requests. We 
suggest that all PSs are homogeneous service. Where 
the service times in each PS is exponentially 

distributed with 
1


 mean service time. Considering 

the Continuous Time Markov Chain (CTMC) for the 

new arrival job in iPS , solving the balance 

equations and the conservation equation, the steady 

state probabilities ( )i n  for  n  requests in the ith 

PS in the data center are calculated as follows: 

         
0

0

( )
    ,  n < k

!
( )

( )
, 

!

n

n

i n

n k n

n
n

n k
k k

 



 






 
  

            (7)                                                                          

where L

N

  , n  is the number of the jobs 

in iPS   and 0   is equal to : 

    

1

1
1

0
1

( ) (1 ) ( )
(1 )

!!(1 )

K k
k i

k

i

k
ik

k

  
   



 







  


        (8)                                      

The effective requests arrival rates to the service 

E   is formulated as: 

                      ( )(1 (K))L
E iN

                      (9)                                                

The load consumed by the normal requests U is 
defined as: 

U
k




                               (10)                                    

When the DoS attack was propagated in the 
system network, it causes several losses and business 
costs. We can presented two important 
measurements for system cost formulation ; the cost 
of computing resources and cost of waiting time by 
clients in the system. We formulated the cost of 
waiting time in function of request arrival rate to 
service , the mean waiting time T and the cost 

occurred when the requests are in waiting state WTC  

. While the cost of computing resources is calculated 

based on number of VMs VMNbr  in the system and 

the cost due to bandwidth utilization by a single VM 

BWC . Then, the system cost is as follows : 

*[( *C ) (Nbr *C )]S LB WT VM BWCost T       (11)   

 
5. SIMULATION MODEL 

 

In the simulation model, we have carried out two 
different scenarios. In the first scenario, we have 
proposed that the CDC environment was not 
protected. There is any defense system to mitigate 
DoS attack risk. In the second scenario, we have 
implemented the proposed defense module described 
above so as to reduce the DoS attack impact and to 
enhance the security of the cloud computing 
network. 

Discrete Event Simulator: To analyze the 
performance of cloud computing, there are several 
Cloud simulators such as CloudSim [32], iCanCloud 
[33] and JMT [34]. We have selected JMT as 
simulator tool due to its capability to capture with 
more precision the internal behavior of the cloud 
computing environment. JMT is designed to evaluate 
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the performance of the proposed mathematical 
model. It’s defined as a suite of open source toolkits 
performed for evaluation and analysis of system 
performance using the queueing theory [35]. Among 
of the tools offered by JMT, there are solutions of 
queuing networks with analytical algorithms 
(JMVA), simulation of general purpose queuing 
models (JSIM). 

Experimental Setup: The collaborative filtering 
and detection techniques have been evaluated and 
validated according cloud service performance. We 
have suggested a defense module in the proposed 
architecture as mitigation technique to prevent the 
DoS attack. To conduct these simulation experiments 
and capture the attacker’s behavior, we have used 
JMT as simulator network. In our simulation, we 
have respected the queuing model depicted in Figure 
3 with two different traffics (i.e. legitimate and 
abnormal traffic). The CDC contains 10 PSs and 30 
VMs. The arrival rate of legitimate traffic is fixed on 
1000 requests per second while the arrival rate of 
attack traffic is varied from 1000 to 3000 requests 
per second. We have measured six main performance 
parameters throughput, response time, drop rate, 
computing resources utilization, mean number of 
legitimate clients and mean waiting time so as to 
evaluate the impact of DoS attacks in cloud service. 
Moreover, the system cost is evaluated under the two 
scenarios. 
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Figure 4: Response time in relation to Attack Arrival 
rate. 

The Figure 4 illustrates the response time when 
the arrival rate of attack is varied regarding two 
cases: with mitigation case and without mitigation. 
As expected, when the attack arrival rate increases 
and with applying the mitigation techniques, the 
response time still constant and less than 80ms. We 
can justify the high level of response time in the 
other scenario with the attack traffic load and the 
limitation of the number of normal requests in the 
queue. Because, the attacker keeps the server busy 

then the normal client requests spent more in waiting 
service. But, when we have protected the cloud 
service through the proposed defense system which 
blocks the malicious requests, we see that the attacks 
don’t have any influence on the response time and 
the clients have been properly served.  
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Figure 5: Utilization incurred in relation to attack 
arrival rate. 

The Figure 5 presents the resource computing 
utilization by the legitimate requests in regards to the 
variation of attack arrival rate. It is clear that by 
using mitigation techniques, the resource usage in the 
PS is fixed at 60%. But in the presence of attack, the 
attacks prevent the normal clients from using the 
resources computing. 
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Figure 6: Drop rate versus Attack arrival rate. 

The Figure 6 shows the drop rate of legitimate 
requests as a function of attack arrival rate. We 
remark that in the presence of attacks, the drop rate 
of normal requests increases due to the overload 
system by the attackers. However, in defense 
scenario, we observe that the drop rate is low and it 
is fixed on 250 requests per second (25% of 
legitimate requests).  

The Figure 7 exhibits the impact of attack arrival 
rate on the throughput parameter. The impact of 
attacks on the throughput becomes more significant 
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for the large values of attack arrival rate. So in the 
attack scenario, as the attack rate increases the 
throughput decreases. Moreover, when the mitigation 
mechanisms are applied, the throughput reaches 
1700 requests per second and then the cloud service 
is well protected. 
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Figure 7: Throughput of legitimate requests versus 
attack arrival rate. 
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Figure 8: Mean number of legitimate clients versus 
attack arrival rate. 

In Figure 8, we remark that as the attack arrival 
rate increases the number of the legitimate clients 
becomes more reduced comparing with the case 
when we apply the mitigation technique, we can 
prevent the attacks to overload the system and block 
the normal users to access to system. 

The Figure 9 demonstrates the impact of attack 
arrival rate on mean waiting time by the legitimate 
requests in the system queue. It’s clear that as the 
attack arrival rate increases as the mean waiting time 
increases. But we can reduce its impacts when 
triggering the mitigation technique and as result, the 
mean waiting time parameter is reduced. 
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Figure 9: Mean waiting time(s) in relation to Attack 
Arrival rate. 
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Figure 10: Incurred cost versus Attack Arrival rate. 

For the system cost analysis, Figure 10 shows that 
as the attack arrival rate increases the system cost 
increases. In the absence of defense, we remark that 
the cost becomes more important comparing with the 
mitigation scenario; we see that the cost is minimized 
and is lower than 4 dollars when the attack arrival 
rate tends to 3000 requests per second. The values of 
the cost parameters used to formulate the system cost 
are based on empirical measurements from prior 
work [36, 37] and we are based on Amazon EC2 as 
an example. The prices of Amazon EC2 Pricing for 
Standard On-Demand Instances are defined in Table 
1 [38].  In our numerical results, we consider the 
default setting of a small Windows instance.  

Table 1: Amazon EC2 Pricing for Standard On-Demand 
Instances 

Instance Type Windows 
(per hour) 

Linux (per 
hour) 

Small (Default) $0.115 $0.060 
Medium $0.230 $0.120 
Large $0.460 $0.240 
Extra Large $0.920 $0.480 

 

To show the agreements between analytical results 
and those incurred from the simulation experiments, 
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we have compared the obtained results by the two 
techniques.  Hence, this clearly validates our 
analytical model and we have drew below the tables 

Table 2 and Table 3 to compare the analytical and 
the simulation results of the proposed model 
implementing in JMT tool. 

 
Table 2: Comparison of simulation results with analysis for 'without mitigation' scenario 

 

 
Table 3: Comparison of simulation results with analysis for 'with mitigation' scenario 

 

6. CONCLUSION AND FUTURE WORK 
 

During the last decades, cloud computing 
technology has emerged as a primitive factor for IT 
industry revolution and it becomes more popular, this 
is explained by its economic benefits for the both 
cloud providers and customers. Consequently, the 
security of the cloud computing remains a major 
challenge. In other words, how to defeat the attacks 
as well as to protect the availability of these cloud 
services and its benefits? DDoS attack appeared as 
the most popular attack which is classified as 
potential cybercriminal strategy and DoS attack 
represents a particular case of DDoS attack. The 
attacker’s goal is to prevent, block the cloud clients 
and to disturb the continuity and availability of cloud 
service. On the other hand, the cloud has its potential 
computing resources and mechanisms for protection 
and countermeasures against this critic type of attack. 
Motivated by this, we proposed a framework as a 
proactive strategy which combines the detection and 

filtering techniques to achieve a high level of 
security and good performance for quality of service. 
We used a queueing theory approach to model the 
proposed solution for DoS attack mitigation in a 
cloud environment. The mathematical evaluations of 
the QoS parameters of the system are derived while 
considering two different scenarios namely without 
mitigation scenario and with mitigation scenario. We 
have formulated mathematically the main 
performance metrics. Moreover, we proved the 
feasibility of our proposed model to estimate the 
system cost resulting from the attack in order to 
quantify the impact of attacks on cloud service. 
Using JMT simulator, we validated our analytical 
model and defended our proposed solution. As future 
work, we plan to allocate dynamically the filter 
servers depending on the number of the attack 
packets so as to mitigate the DDoS attack impact and 
to ensure a good quality of service for the legitimate 
users. Thereafter, we seek to implement our model in 
a real cloud environment.  
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