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ABSTRACT 
 

This study focusses on defining a new variant of regulated grammars called multiset controlled grammars 
as well as investigating their computational power. In general, a multiset controlled grammar is a grammar 
equipped with an arithmetic expression over multisets terminals where to every production in the grammar 
a multiset is assigned, which represents the number of the occurrences of terminals on the right-hand side 
of the production. Then a derivation in the grammar is said to be successful if only if its multiset value 
satisfies a certain relational condition. In the study, we have found that control by multisets is powerful tool 
and yet a simple method in regulation of generative processes in grammars. We have shown that multiset 
controlled grammars are at least as powerful as additive valence grammars, and they are at most powerful 
as matrix grammars. 

Keywords: Multisets, Context-free Grammars, Regulated Grammars, Generative Capacity. 
 
1. INTRODUCTION  
 

Grammars are language generation models 
that define their language strings so their process of 
rewriting will generate them starting from a special 
start symbol. Basically, they can be classified into 
two fundamental categories which are context-free 
grammars and non-context-free grammars. Among 
those two, context-free grammars are the most 
developed and well examined grammar class in 
Chomsky hierarchy since they have a lot of good 
sides in terms of computational properties and 
complexity problems. Additionally, they are also 
undoubtedly easy to be implemented in many 
formal languages applications. However, 
unfortunately, context-free grammars are not able to 
cover all aspects occurred in modeling of 
phenomena and it is also already well-known that 
many real-world problems cannot be described 
accurately by context-free languages which have 
been discussed in [1]. 

 

Thus, we need to go beyond context-free 
grammars where one of the solutions is to consider 
the context-sensitive grammars which are more 
powerful. Nevertheless, in spite of their great 
power, they have some serious problems in the 
practical usage, where they have several adverse 
features regarding decidability problems in which 
whether they are undecidable or having exponential 
algorithms. Furthermore, it is hard or impossible to 
describe the derivations of context sensitive 
grammars by a graph or tree structure which is an 
essential tool in analyzing the structure of the 
problems [1,2]. These are the reasons why many 
researchers are looking for intermediate grammars 
between context-free and context-sensitive 
grammars, called regulated or controlled grammars, 
where they can combine the beauty and simplicity 
of context-free, at the same time possess the power 
of context-sensitive grammars. 

 
A regulated or controlled grammar is 

portrayed as a grammar with some additional 
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mechanisms where the applications of certain rules 
are being restricted in order to avoid certain 
derivations. In [1-10], we can find a large number 
of old and new as well as well-known of various 
types of regulated grammar that preserve the nature 
of context-free such as matrix grammars, regularly 
controlled grammars, vector grammars, random 
context grammars, tree controlled grammars, semi-
conditional grammars, global indexed grammars, 
Petri net controlled grammars, string-regulated 
graph grammars, Parikh vector controlled grammars 
and many more. All of those grammars have 
achieved plentiful remarkable results within formal 
language theory and are different from each other 
depending on their restrictions either based upon 
the variety of context related or on the use of rules 
during the process of generating the languages. 
However, under certain circumstances they are too 
complicated or not computationally complete or 
correlate to a group of grammars with too many 
unsolvable decision problems which have lessen the 
practical interest. Therefore, here we introduce a 
new controlled grammar called multiset controlled 
grammar where its restriction of rules is based on 
terminal multisets. 

 
Multiset was defined by [11] is a 

collection of unordered objects called elements in 
which it is allowed to have repeated occurrences of 
identical elements. It is important to consider the 
term multiset since there exist circumstances such 
there are repeated hydrogen and oxygen atoms in a 
sulfuric acid molecule  ሺܪଶܵ ସܱሻ, repeated roots of 
polynomial equations, repeated observations in 
statistical samples and so on where those repeated 
elements need to be counted in order to attain their 
definiteness and adequacy [9]. On account to its 
aptness, it has been used interchangeably with a 
variety of term which carrying synonymy with 
multiset even in different contexts  like heap, bag, 
occurrence set, fireset, list, weighted set, sample 
and bunch [13,14].  

 
  The notion of relating multiset rewriting 

with Chomsky grammars was initiated by Kudlek, 
Martin and Paun in 2001 with the name of “multiset 
grammars” where they considered the applicability 
of rules as multiset in restricting the use of 
productions of grammars [14]. Additionally, the 
lower and upper bound of computational power as 
well as the closure properties of multiset grammars 
have been investigated in [14,15]. In both papers, it 
was found that multiset grammars are more 
powerful than context-free grammars and have at 
most computational power of matrix grammars.  

 
Interestingly, in the same year where 

multiset grammar was discovered, authors’ in [16] 
immediately came up with a Chomsky hierarchy 
characterization of multiset grammars in term of 
multiset automata where their working mode is 
according to the addition and subtraction of 
multiset. In that paper [16], they defined three types 
of multiset automata known as multiset finite 
automata (MFA), multiset linear bounded automata 
(MLBA) and multiset Turing machine (MTM). It 
was shown that MFAs are powerful as multiset 
regular and context free grammars, Parikh set of 
regular and context free grammars as well as 
semilinear grammars while MLBAs are powerful as 
monotone grammars and MTMs are powerful as 
arbitrary grammars. Besides, it was proven that the 
deterministic variants of all of those automata are 
firmly less powerful than the non-deterministic 
variants unlike the grammar cases [16]. 

 
Since then, after a while, the direction of 

multiset study are continuing expanded where in 
2007, the researchers’ in [17] developed a new 
grammar model known as random context multiset 
grammars which based on relation of partial order 
on the objects the grammars contend with together 
with the multiset random context checkers and 
transducers concept. In that study, they showed how 
those grammars can generate set of recursively 
enumerable of finite multiset and also can be easily 
enhanced to antiport P system [17].  

 
Further, the authors’ in [18] made use of 

fuzzy concept to introduce two new extensions of 
multiset grammars and automata called fuzzy 
multiset grammars and fuzzy multiset finite 
automata with discussion of the relationship 
between fuzzy multiset regular grammars with 
fuzzy multiset finite automata in 2013. They 
demonstrated that if a fuzzy multiset language is 
accepted by a fuzzy multiset finite automaton, it can 
also be generated by fuzzy multiset regular 
grammar and vice versa [18]. In addition, they 
investigated closure properties of fuzzy multiset 
finite languages family under certain regular 
operations such union, addition and Kleene star 
[18]. Shortly thereafter, in 2015, the researchers’ in 
[19] widened the study done by [18] by associating 
a deterministic fuzzy multiset finite automaton with 
a given fuzzy multiset finite automaton and 
showing that both automata are equally powerful in 
the sense of fuzzy multiset language acceptance. 
They as well studied and presented two minimal 



Journal of Theoretical and Applied Information Technology 
30th November 2017. Vol.95. No 22 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195  

 
6091 

 

realizations of fuzzy multiset language where they 
proved that both of them are isomorphic [19]. 

 
In 2016, Sharma et al. conferred an in-

depth study of fuzzy multiset grammars where they 
introduced two new variant of grammars called 
fuzzy multiset left linear grammars and fuzzy 
multiset right linear grammars. They proved that 
both grammars along with fuzzy multiset grammars 
and fuzzy multiset regular grammars are equivalent 
to each other in normal formal except for the case 
of empty string. They also showed that all 
languages of fuzzy multiset automaton class is 
closed under homomorphism, inverse 
homomorphism, right quotient by any multiset, 
quotient with arbitrary multisets and reversal of a 
fuzzy multiset finite language [22]. 

 
This paper is outlined as follows. First, we 

recall some well-known basic notations, 
terminologies and concepts related to the formal 
languages theories, multisets and regulated 
rewriting grammars which will be used throughout 
this paper. Then, we introduce a new type of 
controlled grammars called multiset controlled 
grammars. Further, we investigate their generative 
power and closure properties. Lastly, we give a 
brief summarization of all materials discussed in 
this paper together with some open problems 
regarding this multiset controlled grammar. 

 
2. PRELIMINARIES 
 

In this section, we only recall some well-
known basic notations, terminologies and concepts 
related to the formal languages theories, multiset 
and regulated rewriting grammars that will be used 
in the next sections. For more details information, 
the reader can refer to [1,2,20-21]. 

 
2.1 General Notations 

Throughout the paper, we use the 
following notations. The symbols  ∈  and ∉ are 
used to represent the set membership and negation 
of set membership of an element to a set, 
respectively. The symbol ⊆ signifies the set 
inclusion which is not necessarily proper, and the 
symbol ⊂ marks the strict inclusion. |ܣ| portrays 
the cardinality of a set ܣ, which is the number of 
elements in ܣ, and 2஺ depicts the power set of a set 
 The symbol ∅ denotes the empty set which is the .ܣ
set without elements. The sets of integer, natural, 
real and rational numbers are denoted by 
Ժ,Գ,Թ	and ℚ, respectively. An alphabet Σ is a 
finite and nonempty set of elements known as 

symbols or letters, and a string (sometimes referred 
as a word) over the alphabet Σ is a finite sequence 
of symbols of	Σ. The string without symbols is 
called the null or empty string, and it is denoted 
by	ߣ. The set of all strings (including	ߣ) over the 
alphabet, Σ is represented by Σ∗,	and the set of all 
strings except the empty string is denoted by Σା, 
i.e., Σା ൌ Σ∗ െ ሼߣሽ. A language ܮ  is a subset of Σ∗. 
For a set ܣ, a mapping ߤ ∶ ܣ → Գ is called a 
multiset. The set of all multisets over ܣ is denoted 
by	ܣ⊕. Then, the set ܣ is a called the basic set of 
ߤ For a multiset .⊕ܣ ∈ ܽ and element ⊕ܣ ∈  ,ܣ
 .ߤ ሺܽሻ represents the number of ܽ’s inߤ
 
2.2 Grammars 

A phrase structure grammar is a quadruple 
ܩ	 ൌ ሺܰ, ܶ, ܵ, ܲሻ where ܰ is an alphabet of 
nonterminals, ܶ is an alphabet of terminals and ܰ ∩
ܶ ൌ ∅, ܵ ∈ ܰ is the start symbol, ܲ is a finite set of 
production of the form ܣ → ܣ where ݓ ∈
ሺܰ ∪ ܶሻ∗ܰሺܰ ∪ ܶሻ∗, ݓ ∈ ሺܰ ∪ ܶሻ∗. If a production 
is in form of ܣ →  .then it is called an erasing rule ,ߣ

 
For a grammar ܩ ൌ ሺܰ, ܶ, ܵ, ܲሻ, a direct 

derivation relation over	ሺܰ ∪ ܶሻ∗ which denoted by 
⇒ and defined as ݑ ⇒  provided if and only if ݒ
there is a rule ܣ → ݓ ∈ ܲ such that ݑ ൌ  ଶ andݔܣଵݔ
ݒ ൌ ,ଵݔ ଶ forݔݓଵݔ ଶݔ ∈ ሺܰ ∪ ܶሻ∗. Since ⇒ is a 
relation, then its ݊th, ݊ ൒ 0, power is denoted by 
⇒௡, its transitive closure by  ⇒ା, and its reflexive 
and transitive closure by ⇒∗. A string ݓ ∈
ሺܰ ∪ ܶሻ∗ is a sentential form if	ܵ ⇒∗ ݓ	If .ݓ ∈ ܶ∗, 
then ݓ is called a sentence or a terminal string and 
ܵ ⇒∗  is said to be a successful derivation. We ݓ

also use the notations 
௠
⇒ or 

௥బ௥భ….௥೙
ሳልልልልሰ to denote the 

derivation that use the sequence of rules ݉ ൌ
ଵݎ଴ݎ … ,௡ݎ ௜ݎ ∈ ܲ, 1 ൑ ݅ ൑ ݊. 

 
The language generated by ܩ, denoted by 

ሻܩሺܮ ሻ, is defined asܩሺܮ ൌ ሼݓ ∈ ܶ∗	|	ܵ ⇒∗  .ሽݓ
Two grammars ܩଵ and ܩଶ are called to be 
equivalent if and only if they generate the same 
language, i.e.,	ܮሺܩଵሻ ൌ  .ଶሻܩሺܮ

 
The Chomsky hierarchy classifies all 

grammars into four basic categories according to 
the form of production rules, i.e., a grammar ܩ ൌ
ሺܰ, ܶ, ܵ, ܲሻ is called 

 unrestricted or recursively enumerable 
grammar (type-0) if its productions are in 
the form of ݑ → ݑ where ݒ ∈ ሺܰ ∪ ܶሻା, 
ݒ ∈ ሺܰ ∪ ܶሻ∗ and ݑ contains at least one 
nonterminal symbol. 
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 context sensitive grammar (type-1) if its 
productions are in the form of ݑ →  where ݒ
|ݑ| ൑ ݑ ,|ݒ| ∈ ሺܰ ∪ ܶሻ∗	ܰା	ሺܰ ∪ ܶሻ∗ and 
ݒ ∈ ሺܰ ∪ ܶሻା. 

 context free grammar (type-2) if its 
productions are in the form of ܣ →  ݓ
where ܣ ∈ ܰ and ݓ ∈ ሺܰ ∪ ܶሻ∗. 

 linear grammar if its productions are in the 
form of ܣ → ܣ where ݓ ∈ ܰ and	ݓ ∈ ܶ∗ ∪
ܶ∗ܰܶ∗. 

 regular grammar (type-3) if its productions 
are in the form of ܣ → ݓ where ݓ ∈ ܶ∗ ∪
ܰܶ∗	and ܣ ∈ ܰ. 
 
The families of languages generated by 

arbitrary, unrestricted, context sensitive, context 
free, regular, linear and finite grammars are denoted 
by ۳܀, ,܁۱ ۱۴, ,۳۵܀  respectively. For ,ۼ۴۷	and ,ۼ۷ۺ
these language families, Chomsky hierarchy holds: 

ۼ۴۷ ⊂ ۳۵܀ ⊂ ۼ۷ۺ ⊂ ۱۴ ⊂ ܁۱ ⊂  .۳܀
 
2.3 Grammars with Regulated Rewriting 

We recall some definitions of controlled 
grammars that will be used throughout the 
proposal. 

 
A matrix grammar is a quadruple ܩ ൌ

ሺܰ, ܶ, ,ܰ ሻ whereܯ,ܵ ܶ and ܵ are defined as for 
context-free grammar and ܯ is a set of matrices, 
that are finite sequences of context-free rules from 
ܰ ൈ ሺܰ ∪ ܶሻ∗. The language generated by ܩ is 

defined by ܮሺܩሻ ൌ ሼݓ ∈ ܶ∗|	ܵ
గ
⇒ ߨ	and	ݓ ∈  .ሽ∗ܯ

 
An additive valence grammar is a 5-tuples 

ܩ ൌ ሺܰ, ܶ, ܵ, ܲ, ,ܰ ሻ whereݒ ܶ, ܵ, ܲ are defined as 
for a context-free grammar and ݒ is a mapping from 
ܲ into Ժ (ℚ). The language generated by the 
additive (multiplicative) grammar ܩ consists of all 
string ݓ ∈ ܶ∗ such that there is a derivation ܵ
	௥భ௥మ…௥೙		
ሳልልልልልሰ   where ݓ

෍ݒሺݎ௞ሻ ൌ 0

௡

௞ୀଵ

	. 

 
The families of languages generated by 

matrix and additive valence grammars (with erasing 
rues) are denoted by ܂ۯۻ, ,ఒ܂ۯۻ)	,ۺۯ܄ܽ  ,(ఒۺۯ܄ܽ
respectively. 
 
3. DEFINITIONS AND EXAMPLES 
 

In this section, we give a meticulous 
definition of multiset controlled grammar, a 
derivation step and a successful derivation with 

some examples of language of multiset controlled 
grammar. 
 
Definition 1. A multiset controlled grammar is a 6-
tuples ܩ ൌ ሺܰ, ܶ, ܵ, ܲ,⊕, ,ܰ ሻ whereܨ ܶ and ܵ	are 
defined as for a context-free grammar, ܲ is a finite 
subset of ܰ	 ൈ ሺܰ ∪ ܶሻ∗ ൈ ܶ⨁ and ܨ: ܶ⨁ → Ժ is a 
linear or nonlinear function. A triple ሺܣ, ,ݓ ߱ሻ ∈ ܲ 
is written as ܣ →   .ሾ߱ሿݓ
 

If ܨሺܽଵ, ܽଶ, … , ܽ௡ሻ, ܽ௜ ∈ ܶ, 1 ൑ ݅ ൑ ݊ is a 
linear, then it is in the form of ܨሺܽଵ, ܽଶ, … , ܽ௡ሻ ൌ
∑ ܿ௜ߤሺܽ௜ሻ ൅
௡
௜ୀଵ ܿ଴ where ܿ௜ ∈ Ժ, 0 ൑ ݅ ൑ ݊. Then, 

as a nonlinear function ܨ, we can consider 
logarithms, polynomials, rational, exponential, 
power and so on. 
 
Definition 2. A string-weight pair ሺݑ, ߱ሻ ∈
ሺܰ ∪ ܶሻ∗ ൈ ܶ⨁ is called a sentential form, written 
as	ݑሾ߱ሿ. Then, we say that ݑ ∈ ሺܰ ∪ ܶሻ∗ ൈ ܶ⨁	 
directly derives	ݒ ∈ ሺܰ ∪ ܶሻ∗ ൈ ܶ⨁ in ܩ if and only 
if ݑ ൌ ݒ ଶሾ߱ଵሿ andݔܣଵݔ ൌ  ଶሾ߱ଶሿ for someݔݓଵݔ

,ଵݔ ଶݔ 	∈ ሺܰ ∪ ܶሻ∗ written as ݑሾ߱ଵሿ
௥
⇒  ሾ߱ଶሿ whereݒ

ݎ ∶ ܣ → ሾ߱ሿݓ ∈ ܲ with ߱ଶ ൌ ߱ଵ ⊕߱. 
 
Definition 3. A derivation in ܩ such ܵሾ߱଴ሿ
௥భ
⇒ ଵሾ߱ଵሿݓ

௥మ
⇒ ଶሾ߱ଶሿݓ

௥య
⇒ ⋯

௥೙
⇒ ݊				,௡ሾ߱௡ሿݓ ൒ 1								is 

called successful if and only if ߱௡ ∈ 	ܶ∗ and ܶ⨁. 

For short, it can be written as 	ܵ
గ
⇒  	௡ሾ߱௡ሿݓ

where	ߨ ൌ ଶݎଵݎ  .௡ݎ⋯
 
Definition 4. The language of the grammar	ܩ, 
denoted by ܮሺܩሻ, consists of all strings ݓሾ߱ሿ 
obtained by successful derivations in ܩ, i.e., 

ሻܩሺܮ ൌ ሼݓሾ߱ሿ ∈ ܶ∗ ൈ	ܶ⨁ ∣ ܵ
గ
⇒  ௡ሾ߱௡ሿݓ

where	ߨ ൌ ଶݎଵݎ                     .௡ሽݎ⋯
 

Definition 5. The language ܮሺܩ, ሻ∗,ߙ ൌ
ሼݓ ∣ ሾ߱ሿݓ	 ∈ ,ሻܩሺܮ ∗	ሺ߱ሻܨ ߙ ሽ where the relation 
∗	∈ ሼൌ,൏,൐,൑,൒ሽ and ߙ ∈ ܹ,ܹ ⊆ Ժ is a cut 
point set called a threshold language of the 
grammar under ܩ and ߙ. 
 

The families of threshold of languages 
generated by multiset controlled regular, linear and 
context-free grammars with and without erasing 
rules are denoted by ݉۱۴݉,ۼ۷ۺ݉,۳۵܀	ሺ݉۳۵܀ఒ, 
 ఒ,݉۱۴ఒሻ respectively. We also use bracketۼ۷ۺ݉
notation ݉܆ሾఒሿ, ܆ ∈ ሼ۳۵܀, ,ۼ۷ۺ ۱۴ሽ to show that a 
statement holds both cases of with and without 
erasing rules. 
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Further, to demonstrate the derivation 
process of multiset controlled grammars, we 
provide two examples using linear and non-linear 
functions ܨ. 

 
Example 1 (Linear Function). Let ܩଵ ൌ
ሺ	ሼܣ, ,ܤ ܵሽ,			ሼܽ, ܾ, ܿሽ,			ܵ,			ܲ, ⊕,  ሻ be a multiset	ܨ
controlled grammar where ܲ consists of the 
following productions  
଴ݎ ∶ 	ܵ →  ,ሾሺ0,0,0ሻሿܤܣ
ଵݎ ∶ ܣ	 →  ,ሾሺ1,1,0ሻሿܾܣܽ
ଶݎ ∶ ܣ	 → ܾܽሾሺ1,1,0ሻሿ, 
ଷݎ ∶ ܤ	 →  ,ሾሺ0,1,1ሻሿܿܤܾ
ସݎ ∶ ܤ	 → ܾܿሾሺ0,1,1ሻሿ and 
,ሺܽܨ	 ܾ, ܿሻ ൌ ሺܽሻߤ െ   ሺܿሻߤ

where we consider the threshold language 
,ଵܩሺܮ 0, ൌሻ of grammar. 
 

We start with the only applicable 
production rule ݎ଴ which yields	ܤܣ. Then we can 
either 

 terminate the derivation by applying 
productions ݎଶݎସ	to obtain ܾܾܽܿ or 

 rewrite ܤܣ to ܽܿܤܾܾܣ by applying 
productions ݎଵݎଷ. 

 
Then, the derivation can be continued from 

A and B applying productions	ݎଵ and ݎଷ any number 
of times. To terminate the derivation, productions 
 should be applied. In general, we can have	ସݎ ଶ andݎ
the derivation as follows: 

ܵ
௥బ
⇒ ሾሺ0,0,0ሻሿܤܣ

௥భ∗

ሳሰ ܽ௡ܾܣ௡ܤሾሺ݊, ݊, 0ሻሿ 

	
௥య∗

ሳሰ ܽ௡ܾܣ௡ܾ௡ܿܤ௡ሾሺ݊, 2݊, ݊ሻሿ 
௥మ
⇒ܽ௡ାଵܾ௡ାଵܾ௡ܿܤ௡ሾሺ݊ ൅ 1, 2݊ ൅ 1, ݊ሻሿ 

 
௥ర
⇒ܽ௡ାଵܾ௡ାଵܾ௡ାଵܿ௡ାଵሾሺ݊ ൅ 1, 2݊ ൅ 2, ݊ ൅ 1ሻሿ. 

 
Then, ሺܽ, ܾ, ܿሻ ൌ ሺ݊ ൅ 1ሻ ൅ ሺ2݊ ൅ 2ሻ ൅

ሺെ1ሻሺ2݊ ൅ 2ሻ ൅ሺെ1ሻሺ݊ ൅ 1ሻ ൌ 0. For instance, 
the string ܽଶܾସܿଶ can be obtained by the following 
derivation:  

ܵሾሺ0,0,0ሻሿ
௥బ
⇒ ሾሺ0,0,0ሻሿܤܣ

௥భ
⇒  ሾሺ1,1,0ሻሿܤܾܣܽ

௥మ
⇒ ሾሺ2,2,0ሻሿܤܾܾܽܽ

௥య
⇒  ሾሺ2,3,1ሻሿܿܤܾܾܾܽܽ

௥ర
⇒ ܾܾܾܾܽܽܿܿሾሺ2,4,2ሻሿ ൌ ܽଶܾସܿଶሾሺ2,4,2ሻሿ and 
,ሺܽܨ ܾ, ܿሻ ൌ 2 ൅ 4 ൅ ሺെ1ሻሺ4ሻ ൅ ሺെ1ሻሺ2ሻ ൌ 0. 

 
Obviously, this grammar generates a non-

context free language: 
,ଵܩሺܮ 0, ൌሻ ൌ ሼܽ௡ܾଶ௡ܿ௡ ∣ 	݊ ൒ 1ሽ 	∈ ܁۱ െ ۱۴. 

 
Example 2 (Non-Linear Function). Let	ܩଶ ൌ
ሺሼܣ, ܵሽ, ሼܽሽ, ܵ, ܲ,⊕,  ሻ be a multiset controlledܨ

grammar where ܲ consists of the following 
productions  
଴ݎ ∶ ܵ →  ,ሾሺ1ሻሿܣܽ
ଵݎ ∶ ܣ →  ,ሾሺ1ሻሿܣܽ
ଶݎ ∶ ܣ → ܽሾሺ1ሻሿ and 
ሺܽሻܨ ൌ logଶ   .ሺܽሻߤ

where we consider the threshold language 
,ଶܩሺܮ ,ߙ ൌሻ, ߙ ∈ Ժା, of the grammar ܩଶ.  
 

We start with the only applicable 
production rule ݎ଴ which yields	ܽܣ. Then we can 
either 

 terminate the derivation by applying 
productions ݎଶ	to obtain ܽ or 

 rewrite ܣ to ܽܽܣ by applying productions 
 .ଵݎ

 
Then, the derivation can be continued from 

 ଵ any number of times. To terminateݎ		production ܣ
the derivation, production ݎଶ should be applied. In 
general, we can see the derivation as 

ܵ
௥బ
ሾሺ1ሻሿܣܽ⇒

௥భ∗

ሳሰ ܽ௡ܣሾሺ݊ሻሿ
௥మ
⇒ܽ௡ାଵሾሺ݊ ൅ 1ሻሿ.  

 
Then, ܨሺܽሻ ൌ logଶሺ݊ ൅ 1ሻ , ݊ ൌ 2௡ െ 1,	 

݊ ൒ 1. For instance, the string ܽܽܽܽ can be 
obtained by the following derivation:  

ܵሾሺ1ሻሿ
௥బ
⇒ ሾሺ1ሻሿܣܽ

௥భ
⇒ ሾሺ2ሻሿܣܽܽ

௥భ
⇒ ሾሺ3ሻሿܣܽܽܽ

௥మ
⇒ ܽܽܽܽሾሺ4ሻሿ ൌ 	ܽସሾሺ4ሻሿ and ܨሺܽሻ ൌ logଶ 4. 
 

Clearly, the grammar generates a non-
context free language: 
,ଶܩሺܮ ,ߙ ൌሻ ൌ ሼܽଶ

೙
∶ ݊ ൒ 1ሽ ∈ ܁۱ െ ۱۴. 

 
4. GENERATIVE POWERS 

 
In this section, we establish results 

concerning the lower and upper bounds of multiset 
controlled grammar defined above.  

 
From the definitions, the next three 

lemmas follows immediately. 
 
Lemma 1. For ܮᇱ ൌ ,ܩሺܮ ,ߙ ൌሻ ∈ ,ࡲ࡯݉ ܩ ൌ ሺܰ, ܶ, 
ܵ, ܲ,⊕, ,ሻܨ ߙ ് 0, there exists ∃	ܮᇱᇱ ∈ ݉۱۴ such 
that ܮᇱᇱ ൌ ሺܩᇱ, 0, ൌሻ with ܩᇱ ൌ ሺܰ, ܶ, ܵ, ܲ,⊕,  .ᇱሻܨ
 
Lemma 2. ݉۳۵܀ሾఒሿ ⊆ ሾఒሿۼ۷ۺ݉ ⊆ ݉۱۴ሾఒሿ. 
 
Lemma 3. For ܺ ∈ ሼ۳۵܀, ,ۼ۷ۺ ۱۴ሽ, ܆ሾఒሿ ⊆  .ሾఒሿ܆݉
Proof: Let ܩ ൌ ሺܰ, ܶ, ܵ, ܲሻ	be a regular, linear and 
context-free grammar where ܶ ൌ ሼܽଵ, ܽଶ, … , ܽ௡ሽ. 
We construct the multiset counterpart of ܩ as ܩᇱ ൌ
ሺܰ, ܶ, ܵ, ܲᇱ,⊕, ܣ	ሻ where eachܨ → ݓ ∈ ܲ is 
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replaced with ܣ → ,ሾ૙ሿݓ ૙ ∈ ܶ⨁, in ܲᇱ and 
function ܨ is taken as ܨሺܽଵ, ܽଶ, … , ܽ௡ሻ ൌ
∑ ሺܽ௜ሻߤ
௡
௜ୀ଴ . Then, we define the threshold language 

as ܮሺܩᇱ, 0, ൌሻ. Thus, it is easy to see that ܮሺܩሻ ൌ
,ᇱܩሺܮ 0, ൌሻ. 
 
Example 3 Let	ܩଷ ൌ ሺ	ሼܣ, ,ܤ ܵሽ,			ሼܽ, ܾሽ,			ܵ,			ܲ, ⊕,
 ሻ be a multiset controlled regular grammar where	ܨ
ܲ consists of the following productions  
଴ݎ ∶ ܵ →  		,ሾሺ1,0ሻሿܣܽ
ଵݎ ∶ ܣ →  		,ሾሺ1,0ሻሿܣܽ
ଶݎ ∶ ܣ →  		,ሾሺ0,1ሻሿܤܾ
ଷݎ ∶ ܣ → ܾሾሺ0,1ሻሿ,		 
ସݎ ∶ ܤ →  	,ሾሺ0,1ሻሿܤܾ
ହݎ ∶ ܤ → ܾሾሺ0,1ሻሿ and 

,ሺܽܨ     ܾሻ ൌ ሺܽሻߤ	 ൅ ሺെ1ሻߤሺܾሻ. 
 

In general, we have the derivation:  

ܵ
௥బ
ሾሺ1,0ሻሿܣܽ⇒

௥భ∗

ሳሰ ܽ௡ܣሾሺ݊, 0ሻሿ 
௥మ
⇒ܽ௡ାଵܣሾሺ݊ ൅ 1,0ሻሿ

௥ర
⇒ܽ௡ାଵܾܣሾሺ݊ ൅ 1,1ሻሿ	 

௥ర∗

ሳሰ ܽ௡ାଵܾܣ௡ሾሺ݊ ൅ 1, ݊ሻሿ 
௥ఱ
⇒ܽ௡ାଵܾ௡ାଵሾሺ݊ ൅ 1, ݊ ൅ 1ሻሿ, and 
,ሺܽܨ ܾሻ ൌ ሺ݊ ൅ 1ሻ ൅ ሺെ1ሻሺ݊ ൅ 1ሻ ൌ 0.  

 
Hence, ܩଷ generates the language 

,ଷܩሺܮ 0, ൌሻ ൌ ሼ ܽ௡ܾ௡ ∣ ݊ ൒ 1 ሽ ∈ ۱۴ ∩ ۳۵܀݉ െ
 .۳۵܀

 
From the Lemma 3 and Example 3, it 

follows: 
Theorem 1. ۳۵܀ ⊂    .۳۵܀݉
 
Example 4. Let	ܩସ ൌ ሺሼܣ, ,ܤ ܵሽ, ሼܽ, ܾ, ܿ, ݀ሽ, ܵ, ܲ,⊕
,   be a multiset controlled context-free grammar	ሻܨ
where ܲ consists of the following productions 
଴ݎ ∶ ܵ →  ,ሾሺ0,0,0,0ሻሿܤܣ
ଵݎ ∶ ܣ →  		,ሾሺ1,1,0,0ሻሿܾܣܽ
ଶݎ ∶ ܣ → ܾܽሾሺ1,1,0,0ሻሿ,		 
ଷݎ ∶ ܤ →  		,ሾሺ0,0,1,1ሻሿ݀ܤܿ
ସݎ ∶ ܤ → ܿ݀ሾሺ0,0,1,1ሻሿ		and 
,ሺܽܨ ܾ, ܿሻ ൌ ሺܽሻߤ ൅ ሺܾሻߤ ൅ ሺെ1ሻߤሺܿሻ 
                    ൅ሺെ1ሻߤሺ݀ሻ. 

 
Then, we have the following derivation: 

ܵ
௥బ
ሾሺ0,0,0,0ሻሿܤܣ⇒

௥భ∗

ሳሰ ܽ௡ܾܣ௡ܤሾሺ݊, ݊, 0,0ሻሿ 
௥య∗

ሳሰܽ௡ܾܣ௡ܿ௡݀ܤ௡ሾሺ݊, ݊, ݊, ݊, ሻሿ 
௥మ
⇒ܽ௡ାଵܾ௡ାଵܿ௡݀ܤ௡ሾሺ݊ ൅ 1, ݊ ൅ 1, ݊, ݊ሻሿ 
௥ర
⇒ܽ௡ାଵܾ௡ାଵܿ௡ାଵ݀௡ାଵሾሺ݊ ൅ 1, ݊ ൅ 1, ݊ ൅ 1, ݊ ൅
1ሻሿ and 
,ሺܽܨ ܾ, ܿ, ݀ሻ ൌ ሺ݊ ൅ 1ሻ ൅ ሺ݊ ൅ 1ሻ ൅ 
                         ሺെ1ሻሺ݊ ൅ 1ሻ ൅ ሺെ1ሻሺ݊ ൅ 1ሻ 
                    ൌ 0. 

 
Thus, ܩସ  generates the language  

,ସܩሺܮ 0, ൌሻ ൌ ሼ ܽ௡ܾ௡ܿ௡݀௡ ∣ ݊ ൒ 1 ሽ ∈ ܁۱ ∩
݉۱۴ െ ۱۴. 

 
From Lemma 3 and Example 4, it follows 

Theorem 2. ۱۴ ⊂ ݉۱۴. 
 
Example 5 Let	ܩହ ൌ ሺሼܣ, ,ܤ ܵሽ, ሼܽ, ܾ, ܿሽ, ܵ, ܲ,⊕,  ሻܨ
be a linear grammar where ܲ consists of the 
following productions: 
଴ݎ ∶ ܵ →  ,ሾሺ1,0,1ሻሿܿܣܽ
ଵݎ ∶ ܣ →  ,ሾሺ1,0,1ሻሿܿܣܽ
ଶݎ ∶ ܣ →  ,ሾሺ0,1,0ሻሿܤܾ
ଷݎ ∶ ܣ → ܾሾሺ0,1,0ሻሿ, 
ସݎ ∶ ܤ →  ,ሾሺ0,1,0ሻሿܤܾ
ହݎ ∶ ܤ → ܾሾሺ0,1,0ሻሿ and 
,ሺܽܨ ܾ, ܿሻ ൌ ሺܽሻߤ	 ൅ ሺܾሻߤ	 ൅ ሺെ1ሻߤሺܾሻ 
                     ൅ሺെ1ሻߤሺܿሻ. 

 
It is not difficult to see that 

ܵ
௥బ
 ሾሺ1,0,1ሻሿܿܣܽ⇒

௥భ∗

ሳሰ ܽ௡ାଵܿܣ௡ାଵሾሺ݊ ൅ 1,0, ݊ ൅ 1ሻሿ 
௥మ
⇒ܽ௡ାଵܾܿܤ௡ାଵሾሺ݊ ൅ 1, 1, ݊ ൅ 1ሻሿ 
௥ర∗

ሳሰ ܽ௡ାଵܾ௡ܿܤ௡ାଵሾሺ݊ ൅ 1, ݊, ݊ ൅ 1ሻሿ 
௥ఱ
⇒ܽ௡ାଵܾ௡ାଵܿ௡ାଵሾሺ݊ ൅ 1, ݊ ൅ 1, ݊ ൅ 1ሻሿ and 
,ሺܽܨ ܾ, ܿሻ ൌ ሺ݊ ൅ 1ሻ ൅ ሺ݊ ൅ 1ሻ ൅ 
                     ሺെ1ሻሺ݊ ൅ 1ሻ ൅ ሺെ1ሻሺ݊ ൅ 1ሻ ൌ 0. 

 
Therefore, ܩହ generates the language  
,ହܩሺܮ ሼ0ሽ, ൌሻ ൌ ሼ ܽ௡ܾ௡ܿ௡ ∣ ݊ ൒ 1 ሽ ∈ ܁۱ ∩
ۼ۷ۺ݉ െ  .ۼ۷ۺ

 
From Lemma 3 and Example 5, it follows 

Theorem 3. ۼ۷ۺ ⊂  .ۼ۷ۺ݉
 
Example 6. Let	ܩ଺ ൌ ሺሼܣ, ,ܤ ,ܥ ܵሽ, ሼܽ, ܾ, ܿሽ, ܵ, ܲ,⊕
,  ሻ be a multiset controlled regular grammar whereܨ
ܲ consists of the following productions: 
଴ݎ ∶ ܵ →  ,ሾሺ1,0,0ሻሿܣܽ
ଵݎ ∶ ܣ →  ,ሾሺ1,0,0ሻሿܣܽ
ଶݎ ∶ ܣ →  ,ሾሺ0,1,0ሻሿܤܾ
ଷݎ ∶ ܤ →  ,ሾሺ0,1,0ሻሿܤܾ
ସݎ ∶ ܤ → ܿሾሺ0,0,1ሻሿ, 
ହݎ ∶ ܤ →  ,ሾሺ0,0,1ሻሿܥܿ
଺ݎ ∶ ܥ →  ,ሾሺ0,0,1ሻሿܥܿ
଻ݎ ∶ ܥ → ܿሾሺ0,0,1ሻሿ and 
,ሺܽܨ ܾ, ܿሻ ൌ ሺܽሻߤ ൅ ሺܾሻߤ	 ൅ ሺെ1ሻߤሺܾሻ 
                    ൅ሺെ1ሻߤሺܿሻ. 

 
Generally, we will have the derivation: 

ܵ
௥బ
ሾሺ1,0,0ሻሿܣܽ⇒

௥భ∗

ሳሰ ܽ௡ାଵܣሾሺ݊ ൅ 1,0,0ሻሿ 
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௥మ
⇒ܽ௡ାଵܾܤሾሺ݊ ൅ 1, 1,0ሻሿ 
௥య∗

ሳሰ ܽ௡ାଵܾ௡ାଵܤሾሺ݊ ൅ 1, ݊ ൅ 1,0ሻሿ 
௥ఱ
⇒ܽ௡ାଵܾ௡ାଵܿܥሾሺ݊ ൅ 1, ݊ ൅ 1,1ሻሿ 
௥ల∗

ሳሰ ܽ௡ାଵܾ௡ାଵܿ௡ܥሾሺ݊ ൅ 1, ݊ ൅ 1, ݊ሻሿ 
௥ళ
⇒ܽ௡ାଵܾ௡ାଵܿ௡ାଵሾሺ݊ ൅ 1, ݊ ൅ 1, ݊ ൅ 1ሻሿ and 
,ሺܽܨ ܾ, ܿሻ ൌ ሺ݊ ൅ 1ሻ ൅ ሺ݊ ൅ 1ሻ ൅ 
                     ሺെ1ሻሺ݊ ൅ 1ሻ ൅ ሺെ1ሻሺ݊ ൅ 1ሻ ൌ ૙. 

 
Hence, ܩ଺ generates the language 

,଺ܩሺܮ  ሼ0ሽ, ൌሻ ൌ ሼ ܽ௡ܾ௡ܿ௡ ∣ ݊ ൒ 1 ሽ ∈ ܁۱ ∩
۳۵܀݉ െ ۱۴. 

 
From the example above, it follows 

Theorem 4. ݉۳۵܀ െ ۱۴ ് ∅. 
 

In Example 2.1.7 in (1), the language ܮ ൌ
ሼ ܽ௡ܾ௡ܿ௡ ∣ 	݊ ൒ 1 ሽଶ has been proven cannot be 
generated by any additive valence grammar. 
However, this language can be generated by 
multiset controlled grammar as in example 7. 
 
Example 7. ܮሺܩ଻, 0, ൌሻ ൌ ሼ ܽ௡ܾ௡ܿ௡ ∣ 	݊ ൒ 1 ሽଶ ∈
݉۱۴ െ  .ۺۯ܄ܽ
 
The grammar for the language	ܮሺܩ଻, 0, ൌሻ:  
଴ݎ ∶ ܵ →  ,ሾሺ0,0,0ሻሿܦܥܤܣ
ଵݎ ∶ ܣ →  ,ሾሺ2,1,0ሻሿܾܣܽܽ
ଶݎ ∶ ܤ →  ,ሾሺ0,1,2ሻሿܿܿܤܾ
ଷݎ ∶ ܥ →  ,ሾሺ2,1,0ሻሿܾܥܽܽ
ସݎ ∶ ܦ →  ,ሾሺ0,1,2ሻሿܿܿܦܾ
ହݎ ∶ ܣ → ܾܽሾሺ1,1,0ሻሿ, 
଺ݎ ∶ ܤ → ܿሾሺ0,0,1ሻሿ, 
଻ݎ ∶ ܥ → ܾܽሾሺ1,1,0ሻሿ, 
ݎ଼ ∶ ܦ → ܿሾሺ0,0,1ሻሿ, 
ଽݎ ∶ ܣ →  ,ሾሺ0,0,0ሻሿߣ
ଵ଴ݎ ∶ ܤ →  ,ሾሺ0,0,0ሻሿߣ
ଵଵݎ ∶ ܥ →  ,ሾሺ0,0,0ሻሿߣ
ଵଶݎ ∶ ܦ →  ሾሺ0,0,0ሻሿ andߣ
,ሺܽܨ ܾ, ܿሻ ൌ ሺܽሻߤ ൅ ሺܾሻߤ	 ൅ ሺെ1ሻߤሺܾሻ 
                    ൅ሺെ1ሻߤሺܿሻ. 

 
Here, it is clearly that we can have the 

derivation such 

ܵ
௥బ
 ሾሺ0,0,0ሻሿܦܥܤܣ⇒

௥భ
⇒  ሾሺ2,1,0ሻሿܦܥܤܾܣܽܽ
௥భ∗

ሳሰ ܽ௡ܾܣ௡/ଶܦܥܤ ቂቀ݊,
݊
2
, 0ቁቃ 

௥మ
⇒ܽ௡ܾܣ

௡
ଶܾܦܥܿܿܤ ቂቀ݊,

݊
2
൅ 1,2ቁቃ 

௥మ∗

ሳሰ ܽ௡ܾܣ௡ܿܤ௡ܦܥሾሺ݊, ݊, ݊ሻሿ 
௥య
⇒ ܽ௡ܾܣ௡ܿܤ௡ܽܽܦܾܥሾሺ݊ ൅ 2, ݊ ൅ 1, ݊ሻሿ 
௥య∗

ሳሰܽ௡ܾܣ௡ܿܤ௡ܽ௠ܾܥ௠/ଶܦሾሺ݊ ൅ ݉, ݊ ൅݉/2, ݊ሻሿ 

௥ర
⇒ܽ௡ܾܣ௡ܿܤ௡ܽ௠ܾܥ

௠
ଶ  ܿܿܦܾ

ቂቀ݊ ൅ ݉, ݊ ൅
݉
2
൅ 1, ݊ ൅ 2ቁቃ 

௥ర∗

ሳሰܽ௡ܾܣ௡ܿܤ௡ܽ௠ܾܥ௠ܿܦ௠ 
ሾሺ݊ ൅ ݉, ݊ ൅݉, ݊ ൅ ݉ሻሿ 
௥ఱ௥ల௥ళ௥ఴ
ሳልልልልሰ ܽ௡ାଵܾ௡ାଵܿ௡ାଵܽ௠ାଵܾ௠ାଵܿ௠ାଵ 
ሾሺ݊ ൅ ݉ ൅ 1, ݊ ൅݉ ൅ 1, ݊ ൅ ݉ ൅ 1ሻሿ or  
௥వ௥భబ௥భభ௥భమ
ሳልልልልልልሰ ܽ௡ܾ௡ܿ௡ܽ௠ܾ௠ܿ௠ 
ሾሺ݊ ൅ ݉, ݊ ൅ ݉, ݊ ൅݉ሻሿ and 
,ሺܽܨ ܾ, ܿሻ ൌ ሺ݊ ൅݉ሻ ൅ ሺ݊ ൅ ݉ሻ ൅ 
                     ሺെ1ሻሺ݊ ൅ ݉ሻ	+ ሺെ1ሻሺ݊ ൅݉ሻ ൌ ૙. 

 
Thus, ܩ଻ generates the language 

,଻ܩሺܮ ૙,ൌሻ ൌ ሼ ܽ௡ܾ௡ܿ௡ ∣ 	݊ ൒ 1 ሽଶ. 
 

From Example 7, it follows 
Theorem 5.	݉۱۴ െ ۺۯ܄ܽ ് ∅. 
 

Further, we discuss the upper bound for 
multiset controlled grammars. 

  
Theorem 6. ݉۱۴ሾఒሿ ⊆  ሾఒሿ܂ۯۻ
Proof: Let ܩ ൌ ሺܰ, ܶ, ܵ, ܲ,⊕,  ሻ be a multisetܨ
controlled context-free grammar where ܨ is a linear 
function. Let ܶ ൌ ሼܽଵ, ܽଶ, … , ܽ௡ሽ and 
,ሺܽଵܨ ܽଶ, … , ܽ௡ሻ ൌ ∑ ܿ௜	ߤሺܽ௜ሻ

௡
௜ୀଵ . Since ܨ is linear, 

without loss of generality, it can be represented as 
the difference of the sum of positive terms and the 
sum of negative terms, i.e., 

,ሺܽଵܨ ܽଶ, … , ܽ௡ሻ ൌ ∑ ܿ௜ೕ	ߤ ቀܽ௜ೕቁ௖೔ೕவ଴
൅           

                               ∑ ܿ௜ೖ	ߤ൫ܽ௜ೖ൯.௖೔ೖழ଴
  

 
Then, let	ܮᇱ ൌ ,ܩሺܮ 0, ൌሻ. We construct an 

equivalent matrix grammar ܩᇱ ൌ ሺܰᇱ, ܶ, ܵᇱ,ܯᇱሻ 
where ܰᇱ ൌ ܰ ∪ ሼܵᇱ, ܺ, ܻ, ܼሽ where ܵᇱ, ܺ, ܻ, ܼ are 
new nonterminals. We introduce the start matrix  

 
݉଴ ∶ ሺܵᇱ → ܼܵሻ                      (1) 

 
and define the matrix ݉௥ for each production 
ݎ ൌ ܣ → ሾ߱ሿݓ ∈ ܲ as 

 
݉௥ ∶ ሺܣ ⟶  ,ݓ

ሾܼ → ܺ
∑ ௖೔ೕఠቀ௔೔ೕቁ೎೔ೕ

ಭబ	
ܻ
∑ ௖೔ೖఠቀ௔೔ೖቁ೎೔ೖ

ಬబ	 ܼሿሻ        (2) 
 

We also consider the erasing matrices 
 

݉ఒ,௓ ∶ ሺܼ →            (3)	ሻ,ߣ
݉ఒ ∶ ሺܺ → ,ߣ ܻ →  ሻ         (4)ߣ
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The matrix set ܯᇱ consists of the matrices 
(1) – (4) defined above. Further, we show that 
,ܩሺܮ 0, ൌሻ ൌ  .ᇱሻܩሺܮ
 
(i) ܮሺܩ, 0, ൌሻ ⊆  ᇱሻܩሺܮ

 

Let					ܦ:	ܵ
௥భ
⇒ ଵሾ߱ଵሿݓ

௥మ
⇒ ଶሾ߱ଶሿݓ ⇒ ⋯	…

௥೟
⇒ ௧ݓ 	,௧ሾ߱௧ሿݓ ∈ ܶ∗ be a successful derivation, i.e., 

 
,ሺܽଵܨ ܽଶ, … , ܽ௡ሻ ൌ ∑ ܿ௜	ߤሺܽ௜ሻ

௡
௜ୀଵ ൌ 0 where 

ሺܽ௜ሻߤ ൌ ∑ ߱ሺܽ௜ሻ
௧
௜ୀଵ . 

 
We construct a derivation ܦᇱ in ܩᇱ 

simulating ܦ .ܦᇱ starts with matrix (1) and for each 
 ,.ᇱ, i.eܦ we choose ݉௥೔ in ,ܦ ௜ inݎ

ܵᇱ
௠బ
ሳሰ ܼܵ

௠ೝభ
ሳልሰ ଵܺݓ

∑ ௖೔ೕఠሺ௔೔ೕሻ೎೔ೕ
ಭబ	

ܻ
∑ ௖೔ೖఠሺ௔೔ೖሻ೎೔ೖ

ಬబ	 ܼ 
௠ೝమ
ሳልሰ ଶܺݓ

∑ ௖೔ೕሺఠభሺ௔೔ೕሻ೎೔ೕ
ಭబ	 ାఠమሺ௔೔ೕሻሻ 

ܻ
∑ ௖೔ೖሺఠభሺ௔೔ೖሻ೎೔ೖ

ಬబ	 ାఠమሺ௔೔ೖሻܼ ⇒. . . …
௠ೝ೟
ሳልሰݓ௧ܺ஺ܻ஻ܼ  

where  
 

ܣ ൌ ∑ ቀ∑ ܿ௜ೕ߱௦ ቀܽ௜ೕቁ௖೔ೕவ଴
ቁ௧

௦ୀଵ ,		  

ܤ ൌ ∑ ቀ∑ ܿ௜ೖ߱௦൫ܽ௜ೖ൯௖೔ೖழ଴
ቁ௧

௦ୀଵ 	.  

 
Afterwards, we apply the erasing matrices 

(3) and (4) until ܼ, ܺs and ܻs are completely 
removed where  

 

ᇱܦ  ∶ 	 ܵᇱ
∗
⇒ ௧ܺ஺ܻ஻ܼݓ

∗
⇒  ௧.           (5)ݓ

 
Derivation (5) is possible since  

ܣ ൅ ܤ ൌ ∑ ܿ௜ߤሺܽ௜ሻ ൌ ,ሺܽଵܨ ܽଶ, … , ܽ௡ሻ ൌ 0௡
௜ୀଵ .  

 
(ii)  From the other hand, we show that ܮሺܩᇱሻ ⊆
,ܩሺܮ 0, ൌሻ. We consider a successful derivation ܦᇱ 
in ܩᇱ. Any derivation in ܩᇱ starts with applying ݉଴, 
then any matrix from (2) – (4) can be applied. Yet, 
as soon as matrix (3) is applied, matrices (2) further 
cannot be applied. Without loss of generality, we 
can assume that 
 

ᇱܦ ∶ 	 ܵᇱ
௠బ
ሳሰ ܼܵ

௠ೝభ௠ೝమ…௠ೝ೟
ሳልልልልልልልልሰ  ௧ܺ஺ܻ஻ܼݓ

        
௠ഊ,ೋ
ሳልሰ ஺ܻ஻ܺݓ

௠ഊ
ሳሰ  ௧ݓ

 

where ܣ ൌ ∑ ቀ∑ ܿ௜ೕ߱ௌ ቀܽ௜ೕቁ௖೔ೕவ଴
ቁ௧

ௌୀଵ  and 

ܤ ൌ ∑ ቀ∑ ܿ௜ೖ߱ௌ൫ܽ௜ೖ൯௖೔ೖழ଴
ቁ௧

ௌୀଵ . 

 
Since ݉ఒ matrix erases all ܺs and ܻs, ܣ ൅

ܤ ൌ 0. From the other hand, 
 

ܣ ൅ ܤ ൌ ∑ ቀ∑ ܿ௜ೕ߱ௌ ቀܽ௜ೕቁ௖೔ೕவ଴
ቁ௧

ௌୀଵ ൅  

               ∑ ቀ∑ ܿ௜ೖ߱ௌ൫ܽ௜ೖ൯௖೔ೖழ଴
	ቁ௧

ௌୀଵ   

ൌ ∑ ܿ௜ೕ ቀ∑ ߱ௌ ቀܽ௜ೕቁ௖೔ೕவ଴
ቁ௧

ௌୀଵ   

൅∑ ܿ௜ೖ ቀ∑ ߱ௌ൫ܽ௜ೖ൯௖೔ೖழ଴
ቁ௧

ௌୀଵ   

ൌ ∑ ܿ௜ೕߤ ቀܽ௜ೕቁ௖೔ೕவ଴
൅ ∑ ܿ௜ೖߤ൫ܽ௜ೖ൯௖೔ೖழ଴

  

ൌ ∑ ܿ௜ߤሺܽ௜ሻ 	ൌ ,ሺܽଵܨ ܽଶ, … , ܽ௡ሻ
௡
௜ୀଵ .  

 
Then, the corresponding derivation in ܩ is 

ܦ ∶ ܵ
௥భ௥మ…௥೟
ሳልልልሰ  .ݓ

 
Next, we give an example to illustrate the 

idea of construction the matrix grammar for a 
multiset controlled grammar. 
  
Example 8. Consider the language ܮሺ଼ܩ, ሼ0ሽ, ൌሻ ൌ
ሼܽ௡ܾ௡ܿ௡݀௡ ∶ ݊ ൒ 1ሽ ∈ ܁۱ ∩݉۱۴ െ ۱۴ generated 
by multiset controlled grammar			଼ܩ ൌ
ሺሼܣ, ,ܤ ܵሽ, ሼܽ, ܾ, ܿ, ݀ሽ, ܵ, ܲ,⊕,  ሻ with productionsܨ
଴ݎ ∶ ܵ →                           ,ሾሺ0,0,0,0ሻሿܤܣ
ଵݎ ∶ ܣ →               ,ሾሺ1,1,0,0ሻሿܾܣܽ
ଶݎ ∶ ܣ → ܾܽሾሺ1,1,0,0ሻሿ,   
ଷݎ ∶ ܤ →                      ,ሾሺ0,0,1,1ሻሿ݀ܤܿ
ସݎ ∶ ܤ → ܿ݀ሾሺ0,0,1,1ሻሿ and                                                            
,ሺܽܨ ܾ, ܿ, ݀ሻ ൌ ሺܽሻߤ ൅ ሺܾሻߤ ൅ ሺെ1ሻߤሺܿሻ 
                        ൅ሺെ1ሻߤሺ݀ሻ.    
 

We construct the matrix grammar ଼ܩ
ᇱ ൌ

ሺሼܣ, ,ܤ ܵ, ܼ, ܺ, ܻሽ, ሼܽ, ܾ, ܿ, ݀ሽ,  ଼ܩ	 ሻ simulatingܯ,ܵ
with production such 
݉଴ ∶ ሺܵᇱ → ܼܵሻ, 
݉ଵ ∶ ሺܵ → ሾܼܤܣ → ܼሿሻ, 
݉ଶ ∶ ሺܣ → ሾܼܾܣܽ → ܼଵܼଶܼሿሻ, 
݉ଷ ∶ ሺܣ → ܾܽሾܼ → ܼଵܼଶܼሿሻ, 
݉ସ ∶ ሺܤ → ሾܼ݀ܤܿ → ܼଷܼସܼሿሻ, 
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݉ହ ∶ ሺܤ → ܿ݀ሾܼ → ܼଷܼସܼሿሻ,    
݉଺ ∶ ሺܼଵ → ܺ, ܼଶ → ܺሻ, 
݉଻ ∶ ሺܼଷ → ܻ, ܼସ → ܻሻ, 
଼݉ ∶ ሺܼ →  ,ሻߣ
݉ଽ ∶ ሺܺ → ,ߣ ܻ →   .ሻߣ

 
Now, we show the derivation of those two 

grammars using a string	ܽଶܾଶܿଶ݀ଶ. 
 

(1) By multiset controlled grammar 
 

ܵ
௥బ
⇒ ሾሺ0,0,0,0ሻሿܤܣ

௥భ
⇒  ሾሺ1,1,0,0ሻሿܤܾܣܽ

௥య
⇒ ሾሺ1,1,1,1ሻሿ݀ܤܾܿܣܽ

௥మ
⇒ ሾሺ2,2,1,1ሻሿ݀ܤܾܾܿܽܽ

௥ర
⇒ ܾܾܽܽܿܿ݀݀ሾሺ2,2,2,2ሻሿ ൌ ܽଶܾଶܿଶ݀ଶ and 
,ሺܽܨ ܾ, ܿ, ݀ሻ ൌ ሺ2ሻߤ ൅ ሺ2ሻߤ ൅ ሺെ1ሻߤሺ2ሻ ൅ 

                      ሺെ1ሻߤሺ2ሻ ൌ ૙. 
 

(2) By matrix grammar 
 

ܵᇱ
௠బ
ሳሰ ܼܵ

௠భ
ሳሰ ܼܤܣ

௠మ
ሳሰ  ଵܼଶܼܼܤܾܣܽ

௠ర
ሳሰ  ଵܼଶܼଷܼସܼܼ݀ܤܾܿܣܽ
௠య
ሳሰ ଵܼଵܼଶܼଶܼଷܼସܼܼ݀ܤܾܾܿܽܽ
௠ఱ
ሳሰܾܾܼܽܽܿܿ݀݀ଵܼଵܼଶܼଶܼଷܼଷܼସܼସܼ 
	௠ఴ
ሳሰ ܾܾܼܽܽܿܿ݀݀ଵܼଵܼଶܼଶܼଷܼଷܼସܼସ
௠ల
ሳሰ ܾܾܼܽܽܿܿ݀݀ܺଵܻܼଶܼଷܼଷܼସܼସ 
௠ల
ሳሰ ܾܾܼܽܽܿܿ݀݀ܺܺܺܺଷܼଷܼସܼସ 
௠ళ
ሳሰܾܾܻܻܼܽܽܿܿ݀݀ܺܺܺܺସܼସ 
௠ళ
ሳሰܾܾܻܻܻܻܽܽܿܿ݀݀ܺܺܺܺ

௠వ
ሳሰ ܾܾܻܻܻܽܽܿܿ݀݀ܺܺܺ 

௠వ
ሳሰ ܾܾܻܻܽܽܿܿ݀݀ܺܺ

௠వ
ሳሰ ܾܾܻܽܽܿܿ݀݀ܺ 

௠వ
ሳሰ ܾܾܽܽܿܿ݀݀ ൌ ܽଶܾଶܿଶ݀ଶ. 

 
 
5. CONCLUSION 

In this paper, we defined a new variant of 
regulated grammar called multiset controlled 
grammar as well as investigated its generative 
power. We showed that multiset controlled 
grammars are more powerful than the traditional 
Chomsky grammar and have at least the lower 
bound of computational power as additive valence 
grammars as well as they also can generate the 
languages that are included in family of languages 
of matrix. A comprehensive picture of the hierarchy 
of languages generated by multiset controlled 
grammars is portrayed in Figure 1. 

 
 
 
 
 

 
 Figure 1. The hierarchy of families of language 

generated by multiset controlled grammar. 
 

Yet, some of the interesting questions are 
still remaining unanswered such: 

(1) Is ۱۴ െ݉۳۵܀ ് ∅? We conjecture that it 
is true. Perhaps,	ܮሺܩሻ ൌ ሼݓݓோ	|	ݓݓ ∈
ሼܽ, ܾሽାሽ cannot be generated by any regular 
multiset controlled grammar.  

(2) Is ۱܁ െ݉۱۴ ് ∅? We conjecture that it is 
also true. ܮሺܩሻ ൌ ሼݓݓ	|	ݓݓ ∈ ሼܽ, ܾሽାሽ 
might not be generated by any context-free 
multiset controlled grammar. 
 
For both questions, we do not have strong 

proves but we just knew that multiset can only do 
the counting but cannot remember the order of the 
strings. That way, both languages ݓݓோ and ݓݓ are 
still cannot be constructed using multiset. 
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