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ABSTRACT

Nowadays embedded systems are being equipped with one or more processing cores to support parallel processing of applications and meets design goals at optimized resource utilization. Optimization of resources utilization can be achieved by estimating application requirements in terms of many aspects like performance, resource usage, memory usage, energy consumption, cache performance etc. Among these aspects, estimation of resources is an important to boost execution speed of an application with optimal resources utilization. So, ever increasing system and application complexities made the resources estimation is quite necessary to optimize resources utilization for an application. This paper addresses an optimized heterogeneous computing platform called Heterogeneous Reconfigurable Computing System (HRCS) and also a resources profiling methodology to estimate HRCS resource required for multifarious real life application. The HRCS has been modeled on a single chip Virtex-5 FPGA device and it has been equipped with multiple Reconfigurable Logic Units (RLUs) in combination with a softcore processor as Processing Elements (PEs).
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1. INTRODUCTION

As the Moore’s law demonstrated, the chip manufacturing technology enables the methods for integration of more and more complex functionalities on a single chip called Systems on Chip (SoC). Nowadays the SoCs are utilized to develop advanced embedded systems for the applications like set-top boxes, digital LED televisions, 3G/4G mobile phones etc. The growing technology enabled the customer requirements and created demand to the techniques that satisfy customer needs in less span of time. A digital wave [1] [2] showed in figure 1 by the digital consumer products demonstrates three big waves which could drive electronics industry.

Since the digital consumer products demand high degree of performance, flexibility and personalization, the requirement for high speed computing architectures and technologies has been increased in order to contribute for rising of second digital wave. In generally, the computing systems have many hardware resources like registers, memory, arithmetic and logic units, input/output devices, etc., which are required to process complex problems. The widely used computing system architectures in data processing are classified into four categories:

1. General Purpose Processor (GPP)
2. Application Specific Integrated Circuit (ASIC)
3. Application Specific Instruction Processor (ASIP) such as DSP, Math Co-processor
4. Reconfigurable Architecture (RA)

![Figure 1: Second Digital Wave](image-url)
The software processor system i.e. General Purpose Processor (GPP) brings flexibility while hardware computing system i.e. Reconfigurable Architecture (RA) enhances the performance in addition to flexibility. The emerging data processing technology and multi-core architectural enhancements would play critical role in optimizing the performance of real time applications. The homogeneous multi-core computing systems having similar PEs [11] [12] [15] brings parallel processing to real life applications at the expense of similar resources whereas heterogeneous multi-core computing systems have dissimilar PEs [5] [9] [10] to support applications with dissimilar communication protocols between heterogeneous resources. The reconfigurable system having FPGA as PE [2] [3] [6] [7] bring phenomenon of dynamic reconfiguration to the applications at the overhead of off-chip soft core processor interface. But, the high speed computing systems for multifarious real time applications demand mixed software-hardware systems and it has received significant attention from both academia and industry in recent years.

1.1 Heterogeneous Reconfigurable Computing System

Today most of the System on Chips (SoCs) being realized by using higher end FPGAs as reconfigurable computing area and soft-core processors as software computing unit. The SoC architectures can be equipped with hardware PE, software PE and communication protocols which are very common and necessary for design of real time computing system. In this paper, a hybrid SoC have been developed as computing system for minimizing off-chip communication overheads and also to support execution of hardware tasks and software tasks as well. The developed hybrid computing system called Heterogeneous Reconfigurable Computing System (HRCS) [8] [13], having integrated softcore processor and multiple Reconfigurable Logic Units (RLU) acts as hardware processor configured on a single chip FPGA, minimize inter process communication overheads and also have flexibility to support execution of both software tasks as well as hardware tasks of an application. The HRCS provides optimal computing trade-off in execution of software tasks and hardware tasks in terms of performance and area.

1.2 Hardware Software Co Design

Computing systems need to be modeled with dissimilar multiple components to execute significant multifarious function. Nowadays most of the systems are either electronic in nature or embedded with an electronic subsystem for its functionality, control and monitoring. However, the electronic systems and subsystems can be modeled using predominant digital components. Since the majority systems are programmable in nature and also equipped with hardware and software PE, the system performance can be estimated only when they are related to a specific application. The performance parameters of a computing system would be speed, size of the design, manufacturing cost, and flexibility of programming. So, the effectiveness and performance of a system depends on architecture of hardware and software PE of the system. The Hardware Software Co-design methodologies demonstrates the ways of meeting system requirements by exploiting hardware PE and software PE resources effectively for a given set of applications [16]. The HW/SW co-design methodology promises an optimal architecture for a given application and it can be achieved by exploring the design requirements of the applications before building them on a real hardware prototype. The HW/SW co-design is a complex discipline that deals with advances in the areas like computer architecture, VLSI design and software design compilation. Thus co-design methodology is completely depends on the system architecture, application domain, design methodology and implementation technology.

1.3 Hardware Software Partition

Partitioning of design specifications into hardware part and software part is a method that shows major impact on hardware cost and also on performance of the final product. Thus the decisions on hardware and software specifications can be performed by a designer or a CAD tool while considering the architecture and functionality of overall system [16]. The hardware software partitioning decisions always depends on the design specifications. The partitioning problem can be achieved based on the partitioning goals, design specifications, architectural assumptions, and solution strategy.

1.4 General Co-design Problems

The major goal of hardware software co-design is to identify the critical sections of software programs and mapping them effectively to run on the hardware [16]. In order to design cost optimized systems, it is necessary to estimate the design attributes like performance of the software code and area of hardware component. So, the profiling tools are designed to explore design specifications and that helps to estimate the performance of a given
application. Profiling and Simulation are predominant techniques to acquire design and performance parameters of given applications. The simulation offers a high level of flexibility to verify the functionality, where as the profiling supports fast estimation of resources to achieve required accuracy. There are many methods and approaches developed in recent days to estimate design specifications of embedded systems. However the paper has been intended to demonstrate an efficient Design Space Estimation (DSE) methodology to estimate design specifications for real time applications on HRCS. The DSE supports design of optimal computing system for an application and also it helps the designer in rapid prototyping, system integration and optimization of system resources as stated below.

Rapid prototyping: DSE helps the designer in generation of various possible set of prototypes for embedded systems before their actual implementation. Simulation and profiling of prototypes can increase understanding level of the design functions and decisions while considering complex system specifications into account.

Optimization: DSE provides design metrics of multiple implementations of a system design and these metrics can be used to compare one design with another and select optimized design while eliminating inferior designs.

System integration: System integration is the process of assembly and configuration of multiple components into a working model. DSE helps in finding the efficient assemblies and configurations to achieve a required set of design constraints.

2. LITERATURE REVIEW

This section presents overview of the design space exploration methodologies adopted by researchers for hardware software co-design and hardware design space exploration.

2.1 Design Space Exploration

Design Space Exploration (DSE) is a method adopted to implement, analyze and estimate various implementation alternatives in order to find optimal solution. Traditionally, the system designers start with extraction of the required specification of the given design and describe the specifications in computer programming languages such as Verilog HDL, VHDL, and C and then produce a reference executable for implementation of the design. The developed executable is further verified for its functional correctness using simulation tools and then processed for rough estimation of performance requirements. Generally, the DSE is manual or semiautomatic method used to estimate series of design evaluations. The DSE helps in selection of most suitable implementation of a design by analyzing its performance metrics like speed, area, development cost, power, design reliability, and flexibility. The modern embedded applications such as data streaming and processing methods demand efficient DSE methodologies to design optimal performance systems for multimedia tasks like speech processing, image processing, music and video processing and compression. These kind of streaming and processing tasks need high speed processing resources to provide high throughput in tasks execution. Energy efficiency of an embedded system also an important parameter for portable devices which operates on power constrained battery environments. Therefore, development of balanced optimized architectures for real time tasks is very important in order to consume less energy and provide required performance i.e. throughput. Nowadays an architecture called System on Chip (SoC) is a hybrid system which has been integrated on a chip with effective processing elements required to design a complete product. The functional elements which need to be implemented on SoC should be in the form of intellectual property (IP) and these IP cores can be designed along with GPP, ASIC, memories, and customized logic of FPGA. For example, the Virtex II Pro FPGA device capable of accommodate maximum of four parallel Power PC processors in its reconfigurable fabric. The SoC architecture provide many novel advanced features like reconfigurability, multilevel operating voltage, variable frequency, differential operational states and resizable memory etc. These kind of flexible resources make the SoC as the architectures suitable for execution of multi factious complex embedded applications. However, design space exploration is very crucial techniques to provide optimal solutions for real life applications.

In [16], a system-level design space exploration has been developed to evaluate architectural space exploration and also that enable the designers towards resources exploration process. These design exploration methods are used to evaluate the system-level parameters like components utilization, data throughput, and communication architecture and then enable the designer to produce optimal design. In [17], the design space refers to various embedded hardware software system configurations that satisfy design requirements whereas the DSE refers to the process of...
systematically searching a design space for near optimal solutions with respect to given optimization objectives. Wherein [17], the DSE have been carried out by considering abstraction layers and viewpoints of a system. The abstraction layers support systems to model artifacts on different granularity devices and the viewpoints provides information of various perspectives a system on devices while focusing on system functional or technical requirements. Various required viewpoints like functional viewpoint, logical viewpoint and technical viewpoint were noticed in the research [17]. In [18], a profiling tool known as MEMTRACE has been presented for exploring applications complexity.

Wherein [18], the software and hardware profiling methodologies has been examined and applied to the application H.264/AVC video decoder. A Behavioral Description Model (BDM) proposed in [19] presents various methodologies for design space exploration. A Y-chart approach has been presented [20] for Design Space Exploration and it is demonstrated in figure 2. The Y-chart DSE method enable the designer with quantitative design attributes captured by estimating the performance of the system architectures for given set of applications. The Y-chart uses the following two steps:

1. Designers propose architecture and conduct performance analysis to construct an optimized model for the proposed architecture.
2. The performance analysis model can be evaluated for a set of mapped applications so that the designers can estimate optimal architecture for the mapped set of applications.

2.2 Hardware design space exploration

Hardware Software co-design can partition the specifications of an application into hardware and software specifications and demonstrate the behavior to satisfy the performance constraints. The Hardware Software Co-Design consists of two design levels are:

- **Hardware Software Partitioning**: It partitions the application specifications into hardware and software tasks specifications.
- **Scheduling**: It decides the execution order of the hardware and software tasks.

These hardware software partitioning and scheduling methods are interdependent and provide optimal solution. In the partitioning and scheduling process, the co-design algorithm considers hardware and software design parameters in order to take partitioning decisions. In general, there would be more than one design parameter exists for each task of an application. Therefore, the method of estimating design parameters or attributes of the tasks of an application for various computing platforms is called as hardware design space exploration.

3. PROPOSED METHODOLOGY

This section presents the research objective, On-chip heterogeneous architecture called Heterogeneous Reconfigurable Computing System (HRCS) and proposed DSE methodology for on-chip HRCS.

3.1 Research Objective

*For a given application, resources optimization methodology has to be developed to utilize the resources of computing platform effectively while optimizing power and performance of the application.*

This paper is intended to demonstrate a resources optimization methodology for Heterogeneous Computing Systems (HCS) in order to utilize the HCS resources effectively and also enhance the execution speed of the applications. The HCS is a computing platform consists of Programmable Logic Blocks (PLBs) array in combination with a General Purpose Processor (GPP) as Processing Elements (PEs).

3.2 On-chip Heterogeneous Computing Architecture

The heterogeneous computing systems enhance the execution speed of an application by co-scheduling the tasks to the resources of Heterogeneous
Computing System (HCS) and also it helps in achieving maximum utilization of resources. But in real time, applications normally vary in terms of computing complexity and hence there is a need of flexible heterogeneous computing platforms equipped with softcore processor and reconfigurable hardware.

![Figure 3: Heterogeneous Reconfigurable Computing System](image)

In this research, HRCS architecture, shown in figure 3, has been realized on a single chip Virtex-5 FPGA device (XC5VLX110T) using Xilinx Embedded Development Kit (EDK). In the HRCS, a MicroBlaze soft core processor is configured in part of the reconfigurable area of FPGA and the rest reconfigurable area is used for configure multiple RLUs, memory and communication protocols. Wherein HRCS, the MicroBlaze is a 32-bit RISC architecture equipped with instruction and data cache memory of size 4KB each, for storing instructions as well as data while task execution. The RLU reconfigures its custom hardware for hardware tasks and also it support hardware task interface with off chip peripherals.

The on chip 64KB BRAM acts as shared memory for MicroBlaze and RLUs to store executable files, input and output data. BRAM memory controller, configured along with BRAM, helps in loading the task executable files, input and output data from external environment and also control inter process communication between BRAM and MicroBlaze. The data interchange between BRAM and custom hardware of RLU can happen through Fast Simplex Link (FSL) communication protocol. These on-chip functional blocks, MicroBlaze, RLUs, BRAM, instruction and data cache memory, are interconnected through 32-bit communication protocols like Processor Local Bus (PLB), Local Memory Bus (LMB) and FSL. The PLB provide interface between Soft core processor i.e. MicroBlaze and BRAM through BRAM controller that load instructions, input data and store back output data after computation. The communication protocol LMB supports interfacing of cache memories with MicroBlaze in order to minimize memory access overheads. The FSL used to interface custom hardware configured in RLU with MicroBlaze and it has 32-bit FIFO implemented on BRAM to support data streaming between MicroBlaze and custom hardware.

### 3.3 Resources Estimation Methodology for HRCS

In order to achieve high efficiency in resource utilization, a Dynamic Resource Estimation Methodology (DREM) has been proposed for HRCS to estimate the design parameters and resources required for the tasks of an application. The DREM is shown in Figure 4 accepts the tasks of an application as input and executes them on the resources of computing platform HRCS to estimate design parameters of the application.

![Figure 4: Dynamic Resource Estimation Methodology](image)
The TLM provide interface between HRCS and I/O devices to accept the application as task graph. The DPM configure and executes the tasks of an application on the resources of HRCS to estimate the hardware software parameters of the tasks of an application. The behavior of DPM is described in the form of an algorithm as shown in figure 5. The DPM accepts the tasks which come across and insert them into software tasks queue Q1 and hardware tasks queue Q2. The tasks in Q1 execute only on soft core processor i.e. MicroBlaze configured on FPGA device and tasks in Q2 execute on RLU of FPGA device. The DPM verifies the availability of tasks in Q1 and Q2 before executing them on the resources of HRCS and acquire the following parameters.

- **Software Execution Time (SET):** Execution time of the task on soft core processor i.e. MicroBlaze
- **Hardware execution Time (HET):** Execution time of the task on FPGA
- **Area required:** Number of bit slices required for the tasks to implement on RLU of FPGA

The tasks binary code required for execution of the tasks on MicroBlaze and the tasks bit stream file required for execution of the tasks on RLU of FPGA. The binary code and bit stream file of the tasks along with their acquired parameters i.e. SET, HET and area required are stored in BRAM of HRCS for their future execution on the resources of HRCS.

4. **EXPERIMENTAL RESULTS AND DISCUSSIONS**

This section presents the FPGA resources utilization for construction of HRCS and the acquired hardware software design attributes for few DSP applications.
4.1 FPGA Resources Utilization for HRCS

In the targeted HRCS, MicroBlaze is equipped with instruction cache and data cache memories for storing program as well as data during executing the tasks of an application. The BRAM memory acts as shared memory for MicroBlaze and RLUs for storing input and output data. These functional blocks, MicroBlaze, RLUs (custom hardware for tasks of application), BRAM, Cache memory and general purpose I/O devices, have been interconnected through on-chip communication protocols like PLB, LMB and FSL as shown in figure 3. The architecture of HRCS has been configured on Virtex-5 FPGA device and the FPGA resources utilization for realization of computing platform HRCS is summarized in table 1.

<table>
<thead>
<tr>
<th>Resources</th>
<th>Module</th>
<th>Number of bit slices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Soft core (MicroBlaze)</td>
<td>MicroBlaze</td>
<td>1599</td>
</tr>
<tr>
<td>Hard core (Reconfigurable Logic Unit)</td>
<td>RLU1</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>RLU2</td>
<td>500</td>
</tr>
<tr>
<td></td>
<td>RLU3</td>
<td>500</td>
</tr>
<tr>
<td>Memory</td>
<td>DDR2_SDRAM (256MB)</td>
<td>1687</td>
</tr>
<tr>
<td></td>
<td>dlmbl_cntlr (8KB)</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td>lmlb_cntlr (8KB)</td>
<td>4</td>
</tr>
<tr>
<td>Communication Interfaces (Bus controllers)</td>
<td>Dlmbl</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>lmb</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Mb_plb</td>
<td>96</td>
</tr>
<tr>
<td>Debug Module</td>
<td>Mdm (64KB)</td>
<td>97</td>
</tr>
<tr>
<td>Timing and reset circuits</td>
<td>proc_sys_reset</td>
<td>30</td>
</tr>
<tr>
<td></td>
<td>xps_timer (64KB)</td>
<td>187</td>
</tr>
<tr>
<td>I/O interfaces</td>
<td>RS232_uart (64KB)</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>DIP Switches 8bit (64KB)</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>LEDs 8bit (64KB)</td>
<td>71</td>
</tr>
<tr>
<td>Heterogeneous Reconfigurable Computing System</td>
<td></td>
<td>5,444</td>
</tr>
</tbody>
</table>

4.2 Evaluation of design attributes

The DSP techniques, such as Linear Convolution, Circular Convolution, FFT, IFFT, FIR Filter and OFDM transmitter, are taken as test bench to evaluate the proposed methodology. As stated in DPM and Xilinx embedded system design process, the behaviour of the tasks in the DSP applications are described in C++ and also in HDL in order to execute them on soft core and hardcore processing elements of HRCS to acquire the hardware software design attributes. The C++ code of the tasks have been cross compiled by targeting to the soft core processor i.e. MicroBlaze and executable files were generated. The executables of the tasks are stored in program memory and then execution time of the tasks is acquired by executing them on MicroBlaze which is configured on FPGA device. Similarly, HDL code of the tasks was synthesized by targeting to Xilinx Virtex-5 (XC5VLX110T) FPGA devices and then gate level netlist has been generated. The gate level netlists are then mapped onto reconfigurable area of FPGA to generate configuration file required for task execution on FPGA. These configuration files are stored in memory and then the execution time and area required have been acquired by executing them on RLU of HRCS which is configured FPGA device. The tasks of DSP techniques were also implemented on popular general purpose processor Core 2 Duo [1.2GHz] and DSP processor TMS320C6713 DSK [225MHz]. The acquired hardware software attributes of the tasks of test bench applications are summarized in table 2.

An advanced application OFDM Transmitter is considered for estimating the performance of their tasks on HRCS. The task graph of the OFDM Transmitter is shown in figure 6.

![Figure 6: Task graph of OFDM Transmitter](image-url)
The tasks of OFDM transmitter are executed on MicroBlaze as well on RLU of HRCS and then the hardware software design attributes were acquired.

The attributes of tasks of OFDM transmitter task graph are summarized in table 3.

<table>
<thead>
<tr>
<th>Tasks in Graph</th>
<th>Task</th>
<th>Level of task</th>
<th>Hardware Realization</th>
<th>Software Realization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Virtex-5 FPGA</td>
<td>[125MHz] MicroBlaze</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Execution Time (ns)</td>
<td>Area (Number of slice)</td>
</tr>
<tr>
<td>Binary generator (T1)</td>
<td>1</td>
<td>576</td>
<td>192</td>
<td>2191.7</td>
</tr>
<tr>
<td>S/P conversion (T2)</td>
<td>2</td>
<td>1.216</td>
<td>13</td>
<td>192.4</td>
</tr>
<tr>
<td>16-QAM (T3)</td>
<td>3</td>
<td>6</td>
<td>16</td>
<td>128.5</td>
</tr>
<tr>
<td>16-IFFT (T4)</td>
<td>4</td>
<td>8.646</td>
<td>334</td>
<td>444.0</td>
</tr>
<tr>
<td>P/S conversion (T5)</td>
<td>5</td>
<td>4.14</td>
<td>74</td>
<td>192.4</td>
</tr>
<tr>
<td>Cyclic Prefix (T6)</td>
<td>6</td>
<td>4.73</td>
<td>1917</td>
<td>382.3</td>
</tr>
<tr>
<td>OFDM Transmitter</td>
<td>7</td>
<td>600.73</td>
<td>2546</td>
<td>3001.23</td>
</tr>
</tbody>
</table>

The application JPEG also considered as input to analyze the effectiveness of the heterogeneous computing platform HRCS. The JPEG is represented as task graph and their dependencies are shown in figure 7. The JPEG task graph consists of 7 tasks and the tasks behaviour is described as Gray conversion in T1, Matrix Transpose in T2, Wrapper 1 in T3, Wrapper 2 in T4, Quantization in T5, Encoding in T6, memory write back in T7.

The acquired design attributes of JPEG task graph is demonstrated in table 4. The table 4 presents execution time of the application JPEG on soft core processor and hardcore processing elements of HRCS. From the table 4, it is clear that the performance of the JPEG task graph is effective.
when tasks are executed on reconfigurable area of FPGA as compared to soft core processors. The computation time of the application is more on MicroBlaze compared to Core 2 Duo processor. The number of CPU clock cycles taken by the application is equal to multiplication of clock speed of the processor and execution time of the application on the processor. So, the custom soft core MicroBlaze require more clock cycles compared to general purpose Core-2-duo soft core processor. Since the core 2 duo runs at 1.2 GHz, whereas MicroBlaze runs at 125MHz, the core 2 duo dissipates more power and also consumes more area. So, the MicroBlaze would be the soft core processor to design low power and performance effective computing platform for real time applications.

### Table 4: Hardware Software Attributes Of JPEG Task Graph

<table>
<thead>
<tr>
<th>Tasks in JPEG task graph</th>
<th>Level of the tasks</th>
<th>Hardware realization</th>
<th>Software realization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Execution time (ns)</td>
<td>Area (Number of slice)</td>
</tr>
<tr>
<td>Gray conversion (T1)</td>
<td>1</td>
<td>4.7</td>
<td>64</td>
</tr>
<tr>
<td>Matrix Transpose (T2)</td>
<td>2</td>
<td>4.372</td>
<td>64</td>
</tr>
<tr>
<td>Wrapper 1 (T3)</td>
<td>2</td>
<td>6.081</td>
<td>128</td>
</tr>
<tr>
<td>Wrapper 2 (T4)</td>
<td>2</td>
<td>6.081</td>
<td>128</td>
</tr>
<tr>
<td>Quantization (T5)</td>
<td>3</td>
<td>5.259</td>
<td>64</td>
</tr>
<tr>
<td>Encoder (T6)</td>
<td>4</td>
<td>14.32</td>
<td>192</td>
</tr>
<tr>
<td>Memory Read/Write (T7)</td>
<td>5</td>
<td>4.372</td>
<td>64</td>
</tr>
<tr>
<td>JPEG</td>
<td></td>
<td>45.185</td>
<td>45.185</td>
</tr>
</tbody>
</table>

### 5. CONCLUSIONS AND FUTURE SCOPE

The modern embedded systems combine one or more processing cores to support dedicated logic running on an ASIC or FPGA and meet their design goals at optimized resource utilization. Since ever increasing system and application complexities, resources estimation become quite necessary to enhance the resources utilization for an application. So this paper presents a resource optimization methodology for on-chip heterogeneous computing systems.

#### 5.1 Conclusion

This paper presented an on-chip multi resources computing system called Heterogeneous Reconfigurable Computing System (HRCS) modeled in Virtex-5 FPGA device and also a Dynamic Resource Estimation Methodology (DREM) is presented for the HRCS. A few DSP techniques were considered as test bench to demonstrate the behavior of DREM for the platform HRCS. The test bench consists of convolution, FFT, FIR filters, QAM, Binary generator, serial to parallel converter, parallel to serial converter, Cyclic Prefix, OFDM transmitter and JPEG encoder. The DSP techniques in test bench have been represented as task graphs and executed on HRCS computing resources, i.e. MicroBlaze soft core processor and RLU, and then the hardware software design attributes were acquired and tabulated. The tabulated hardware software design attributes, i.e. required area on FPGA, hardware execution time and software execution time, were stored in memory and they can be utilized for selecting the suitable computing resources for optimal performance of real life applications.

#### 5.2 Future scope

This research was conducted to estimate the performance and resources requirement for an application. The resources estimation alone is not enough to design optimized computing system for real life applications. So the future research can be conducted to estimate design parameters like performance, memory usage, cache hit versus cache miss, energy consumption, etc. which also shows major impact in design of optimized computing systems for real life applications.
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