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ABSTRACT 
 

An automatic quantitative method for speech fragment analysis and chronological ordering is proposed. The 
method works by first converting the audio data into two-dimensional spectrograms and then extracting a 
large set of 1030 numerical descriptors (features) from the raw spectrograms, as well as from transforming 
the spectrograms. The audio fragments’ similarity value is computed using a variation of the Weighted K-
Nearest Neighbour scheme. The similarity tree is then used to visualize the differences between the speech 
fragments. The accuracy of the method depends on the size of the feature set for the analysis and the length 
of the audio files. The speech fragments of the well-known politicians Vladimir Putin, Barak Obama, Angela 
Merkel, Jacques Chirac, George Bush and Vladimir Zhirinovsky were used for the analysis. The experimental 
results show that the method was able to create a chronological ordering of the speech fragments and that the 
most significant features for the analysis of audio data are: histograms of fuzzy-oriented gradients, multiscale 
histograms, and combinations of geometric moments. 

Keywords: Audio analysis, Chronological ordering, Fuzzy feature, Speech fragment, Two-dimensional 
spectrogram 

 
1. INTRODUCTION  
 

The application of pattern recognition and 
machine learning to automatic analysis of audio data 
allows for the solving of many tasks. One of the most 
common tasks in the field of automatic analysis of 
audio fragments is their classification.  

Classification of audio data can be done by genre 
[1, 2], emotional colouring of compositions [3] or 
dominant musical components [4]. Other directions 
of research in the field of automatic audio analysis 
include automatic music recommendations [5], 
cover version detection [6], sound quality prediction 
[7], understanding environmental cognition [8] and 
pure-tone audiometry [9]. An important task is also 
to search in audio databases for the most similar 
sound pieces based on an input audio sample [10–
12]. 

In the field of automatic analysis of speech 
fragments, similar tasks can be solved, such as data 
classification by speaker’s sex or age (for different 
statistical research studies), by the emotional 
colouring of speech, and by the record time. 
However, the arranging of speech fragments in 

chronological order seems to be the most 
sophisticated task. Even a human (expert) is not 
always able to do it accurately enough. Automatic 
analysis of audio records allows for the monitoring 
of changes in human speech characteristics over a 
long period of time. These characteristics include 
pause characteristics, speech rate, vocal strength, 
voice height and tone.  

This paper proposes the application of a method 
previously used for music chronology to  automatic 
analysis of speech fragments. The proposed method 
is based on a detailed analysis of the audio 
fragments’ two-dimensional spectrograms, while 
numerical descriptors (features) are used to 
determine the similarity value between the 
fragments belonging to different time intervals. The 
main application of the proposed method is the 
speech analysis in the numerical aspects and the 
chronological data ordering (for example, to create 
audio archives automatically), as well as semantic 
analysis and visualization of the speech 
characteristics’ similarities, which can be used in 
research such as a person's identification via their 
voice. 
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2. MATERIAL AND METHODS 
 
2.1. Preparation of the input dataset 
 

To carry out the accurate analysis and validation 
of the method’s work, it is necessary to have enough 
audio data of the recorded speech of one person, 
recorded over several years, of good quality. In 
addition, the important criterion was public access to 

records. According to these assumptions the input 
dataset was composed of speech fragments 
belonging to famous politicians whose political 
career was at least 6 years. In this study about 460 
audio records belonging to Vladimir Putin, Barack 
Obama, Angela Merkel, Jacques Chirac, George 
Bush and Vladimir Zhirinovsky were used. Table 1 
represents the summary information about the 
politicians, whose records were used in the 
experiment. 

 
Table 1. The summary information about the politicians  

Politician Period Position 
(during the period under review) 

Sex Age  Languag
e 

Vladimir 
Putin  

2000 –  
2014 

The President of Russian Federation (2000 – 2008, 
2012 - 2014);  
The Chairman of the Government of  
Russian Federation (2008 - 2012) 

Male 48 - 
62 

Russian 

Barak 
Obama 

2007 - 
2014 

The 44th President of the United States of America Male 46 - 
54 

English 

Angela 
Merkel 

2005 - 
2013 

The Chancellor of Germany Female 51 - 
59 

German 

Jacques 
Chirac 

1995 -  
2007 

The President of France Male 63 - 
75 

French 

George Bush 2001 -  
2009 

The 43th President of the United States of America Male 55 - 
63 

English 

Vladimir  
Zhirinovsky 

2008-  
2016 

The leader of LDPR fraction in the  
Duma of Russian Federation 

Male 62 - 
70 

Russian 

 
For each person, the input dataset was split into 

several periods (lasting for two or four years) 
starting from the person’s assumption of office of a 
state leader. Computer analysis in this research was 
based on the hypothesis that a two-year time interval 
is long enough to analyse it because, during this 
interval, a person produces a certain style of speech 
and performance. Also such interval is long enough 
to represent age voice changes. The goal of the study 
is to prove the possibility of automatic monitoring of 
these changes and the recognition of their dynamics, 
as well as the chronological ordering of the intervals 
from the input data set. 

Each period includes a certain number of audio 
fragments recorded during the time interval under 
review (this number varies from 13 to 18 for 
different politicians). In each period, as many audio 
fragments where the politician answers journalists’ 
questions (not reading from a prepared speech) as 
possible were included. The reason is that such type 
of data reflects the characteristics of the person’s 
speech in a certain time interval more accurately. 

Audio fragments were originally FLAC (eng. 
Free Lossless Audio Codec) and then were 
converted to WAV (eng. Waveform Audio File 
Format). To normalize audio fragments by their 
length, each audio file was cut to 60 seconds using a 
free online converter «online-convert.com». These 
fragments do not include the entire speech, but they 
are long enough to analyse the speech 
characteristics. Audio files were chosen such that 
they had no background noise (outside talks, 
applause, equipment noise, etc.). This was done for 
the sake of more objective data analysis. Each of the 
60-second audio fragments was converted into a 
1344x588 two-dimensional digital spectrogram 
using the open source software «Sonic Visualiser 
2.4.1». 

Table 2 represents the split and settings of the 
input data used in the experiments.  
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Table 2. The Split And Settings Of The Input Data Used In The Experiments 
Experiment   

 № 
 

Politician Data source Original 
format 

End format 
 

Number 
of 

periods 

Years Samples  
 in each  

period  
(total- 

training- 
testing) 

Settings  
(indoor / 
outdoor) 

Settings (press 
conferences / 

interview / 
speech) 

Fragments’ 
length 

(seconds) 

1 adimir Putin 
 
 

kremlin.ru mp3 1344x588 
2D 

digital 
spectrogram 

4 2000 - 04; 
2004 - 08; 
2008 - 12; 
2012 - 14 

18-14-4  
 

indoor interviews 60 

2 adimir Putin kremlin.ru mp3 1344x588 
2D 

digital 
spectrogram 

7 2000 - 02; 
2002 - 04; 
2004 - 06; 
2006 - 08; 
2008 - 10;
2010 - 12; 
2012 - 14 

18-14-4  
 

indoor mixture: 
interviews 

speeches 

60 

3 arak Obama Americanrhetoric 
.com 

mp3 1344x588 
2D 

digital 
spectrogram 

4 2007 - 09; 
2009 - 11; 
2011 - 13; 
2013 - 15 

14-11-3  
 

indoor mixture: 
interviews 

speeches 

60 

4 gela Merkel bundestag.de mp4 1344x588 
2D 

digital 
spectrogram 

4 2005 - 07; 
2007 - 09; 
2009 - 11; 
2011 - 13 

13-10-3  indoor speeches 60 

5 ques Chirac ina.fr mp4 1344x588 
2D 

digital 
spectrogram 

6 1995 - 97; 
1997 - 99; 

1999-2001; 
2001 - 03; 
2003 - 05; 
2005 - 07 

14-11-3  
 

indoor mixture: 
interviews 

speeches 

60 

6 George Bush www.presidency. 
ucsb.edu 

mp4 1344x588 
2D 

digital 
spectrogram 

4 2001 - 03; 
2003 - 05;
2005 - 07;
2007 - 09 

18-14-4  
 

indoor interviews 60 

7 Vladimir 
Zhirinovsky 

ldpr.ru mp4 1344x588 
2D 

digital 
spectrogram 

4 2008 - 10;
2010 - 12;
2012 - 14;
2014 - 16 

18-14-4  
 

indoor interviews 60 

 

 

(a) 
 

(b) 

Figure 1. Spectrograms Of V. Putin’s Speech Fragments: (A) 2000, (B) 2014 
 

Spectrograms of audio records with the speech 
of Vladimir Putin, recorded in 2000 and 2014, are 
presented in Figure 1. One can notice that the naked 
human eye could hardly see a difference between 

them despite the 14-year time break between them. 
It will be shown below that the proposed method is 
able to analyse 2D spectrograms and make the 
chronological ordering of speech fragments using 
the results of such analysis.  



Journal of Theoretical and Applied Information Technology 
15th November 2017. Vol.95. No 21 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195  

 
5828 

 

The vertical dimension of the spectrogram 
corresponds to frequency, or pitch measured in kHz. 
The horizontal dimension corresponds to time in 
seconds (0 to 60). 

2.2. Data analysis method  

Spectrogram analysis was performed using a 
feature set of the fuzzy version of the Wndchrm 
algorithm, a comprehensive set of features that are 
numerical descriptors of the visual content (two-
dimensional spectrograms) [13]. The precondition 
for the analysis is the observation that the visual 
properties of spectrograms, such as textures, and the 
pixel intensity reflect the audio data in an 
informative manner [14,15], and the low-level 
properties of the images (spectrograms) can be 
effectively used for the speech fragment 
classification and ordering [16]. Wndchrm was 
originally developed for bioinformatics research and 
was also effective in 2D image analysis in the fields 
of microscopy, radiology and astronomy, for the 
computer analysis of fine art [17,18].  

The fuzzy Wndchrm algorithm uses a 
combination set of 1030 two-dimensional numerical 
descriptors of the visual content, which include: 
Radon transform features [19], Gabor filters [20], 
Gaussian harmonic functions [21], Multiscale 
histograms [22], Zernike Moments [23], Fuzzy 
distances [24], Combination of geometric moments 
[25], Fuzzy local Gaussian mixture models [26], 
Prewitt gradient edge features [27] Fuzzy scale-
invariant features [28], Histograms of fuzzy oriented 
gradients [29]) and Fuzzy local binary patterns [30]. 
These numerical descriptors are extracted not only 
from the raw values of the spectrogram but also from 
the two-dimensional transforms and combinations of 
multi-order transforms: the Fourier transform [31], 
Chebyshev transform [32], Wavelet transform [33] 
and Edge transform [34]. 

Sound is a complex data type, so the effective 
numerical representation of sound often requires a 
large number of parameters. However, as the two-
dimensional set of numerical descriptors extracted 
from each spectrogram is large and comprehensive, 
it can be assumed that not all of them are equally 
informative for the analysis of speech fragments. 

To evaluate the informativeness of these 
numerical descriptors, each of them is assigned a 
Fisher discriminant score, described by Equation 1 
[13]. 

௙ܹ ൌ
∑ ሺ்೑തതതതି	்೑,೎തതതതതതሻమಿ
೎సభ

∑ ఙ೑,೎
మಿ

೎సభ
 (1) 

where ௙ܹ is the Fisher discriminant score of 
feature f, N is the number of time intervals under 
review, ௙ܶഥ  is the mean of the values of descriptor f in 
the entire training dataset, and ௙ܶ,௖തതതത and ߪ௙,௖

ଶ  are the 
mean and variance of the values of feature f among 
all training spectrograms of the time period c. All 
variables used in Equation 1 are computed after the 
values of descriptor f are normalized to the interval 
[0, 1]. After each feature is assigned a Fisher 
discriminant score, 70% of the features with the 
lowest Fisher discriminant scores are discarded. The 
result is a set of 309 numerical descriptors. The 
threshold of 70% of «weak» features was determined 
empirically.  

After the vector of features is extracted, the 
distance ݀௫,௖ between an audio fragment x and a 
certain time interval c is calculated using Equation 2 
[13]. 

݀௫,௖ ൌ
∑ ሾ∑ ௐ೑ሺ௫೑ି௧೑ሻ

మ|ೣ|
೑సభ ሿ೛೟∈೅೎

| ೎்|
 (2) 

where ௖ܶ 	is the training set for a certain time 
interval c, t is a feature vector from ௖ܶ, | x | is the 
length of the feature vector x, ݔ௙ is the value of 
numerical descriptor f in the vector ݔ௙, ݐ௙	is the value 
of feature f of training sample t, ௙ܹ is the weight of 
descriptor f, computed by Equation 1, | ௖ܶ| is the 
number of training images of period c, and p is the 
exponent, which is set to -5 (this value was 
determined empirically). The distance between a 
feature vector of a certain spectrogram in the test set 
and a certain time interval is computed as the mean 
of its weighted distances to all vectors of speech 
fragments that belong to that time interval. 

After the distances between all speech fragments 
to all other speech fragments are determined, the 
computed distance ܯ஺,௓ between time intervals A 
and Z is determined by the average distance of all 
speech fragments in period A to all speech fragments 
in period Z, as described in Equation 3 [13]. 

஺,௓ܯ ൌ
∑ ஽ೞ,ೋೞ∈ಲ

|஺|
  (3) 

where | A | is the number of speech fragments in 
the time interval A. 

Repeating the above calculations for all periods 
in the input dataset provides a matrix of all distances 
between all pairs of periods. The cell n,m of the 
matrix contains the value of the distance between 
time interval n to time interval m. The distance 
matrix is inverted into a similarity matrix, and the 
values of the matrix elements are normalized such 
that the computed similarity of a particular time 
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period to all other periods is divided by the computed 
similarity of a period to itself (the value of similarity 
of the particular period to itself is set to 1). 

In all experiments described in the next section, 
several speech fragments in each time interval were 
used for testing, and others were used for training. 
Each experiment was repeated 40 times such that, in 
each run, speech fragments were randomly allocated 
for training and test sets. 

3.  EXPERIMENTAL RESULTS 

In the first experiment, audio records with the 
speech of Vladimir Putin, the President of the 
Russian Federation, were analysed, and the input 
dataset was split into four time intervals: 

May 7, 2000 – May 7, 2004; 

May 7, 2004 – May 7, 2008; 

May 7, 2008 – May 7, 2012; 

May 7, 2012 – May 7, 2014. 

Audio files for the experiment were downloaded 
from the open official website of the President of the 
Russian Federation «kremlin.ru». For each period, 
18 audio fragments were taken, 14 of which were 
used for training and the remaining 4 for testing. 
Each of the input audio records is a one-minute 
fragment from Vladimir Putin’s interviews, where 
he answers journalists’ questions. The experiment 
was repeated 40 times such that, in each run, the 
input audio files were randomly allocated for 
training (14 files) and test (4 files) sets. The 
classification accuracy of speech fragments to the 
correct time interval was 65%. This indicates that the 
method is able to track changes of human speech 
characteristics. Table 3 represents the similarity 
matrix of classes (time periods) computed as a result 
of the method’s work.  

Table 3.

 
Table 3. Similarity Matrix (Experiment 1) 

 
1st 

period 
2nd 

period 
3rd 

period 4th period 

1st period 1,00 1,07 0,90 0,86 

2nd period 0,87 1,00 0,72 0,60 

3rd period 0,82 0,86 1,00 0,84 

4th period 0,78 0,69 0,82 1,00 

 

 

 

The classification accuracy of the method can be 
improved by increasing / reducing the size of the 
feature vector used for the analysis. However, it 
should be remembered that the increase of the 
feature vector’s size results in the increase of the 
processing time. Additionally, the classification 
accuracy of the method depends on the duration of 
the input audio fragments (in the experiment, all of 
them last 60 seconds). 

Figure 2 shows the similarity tree for the periods 
under review. The initial point, or the root of the 
similarity tree, is the class "1st period" (which 
includes audio fragments relating to the period from 
May 7, 2000 to May 7, 2004). The remaining classes 
are arranged such that the distance to each class is 
inversely proportional to the similarity value 
between this class and the class “1st period.” Thus, 
the greater the distance to the class is, the lower the 
similarity value is (between this class and the class 

“1st period”), i.e., the method has defined these 
classes as less similar to each other. 

 

Figure 2. Similarity Tree (Experiment 1) 
 

Figure 2 shows that the method was able to 
arrange the time intervals in chronological order. For 
example, Table 3 shows that the class "2nd period" is 
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the most similar to the class “1st period” (the 

similarity value is equal to 
ଵ.଴଻ା଴.଼଻

ଶ
ൌ 0.97), then in 

decreasing similarity value order, classes "3rd 

period" (the similarity value is equal to 
଴,ଽ଴ା଴.଼ଶ

ଶ
ൌ

0.86) and "4th period" (the similarity value is equal 

to 
଴.଼଺ା଴.଻଼

ଶ
ൌ 0.82) follow. 

The numerical descriptors with the highest Fisher 
discriminant scores in this experiment (the most 
significant features in the process of the method) are: 

Histograms of fuzzy oriented gradients: 
6.600000; 

Multiscale histograms: 5.043756; 

Combination of geometric moments: 4.252433; 

Radon transform features with the Chebyshev 
transform: 3.348936 

Multiscale histograms with the Wavelet 
transform: 3.351107. 

The sensitivity of the method was checked 
during the second experiment, when the input 
dataset was divided into shorter intervals. Seven 
two-year periods were taken for the experiment: 

May 7, 2000 – May 7, 2002; 

May 7, 2002 – May 7, 2004; 

May 7, 2004 – May 7, 2006; 

May 7, 2006 – May 7, 2008; 

May 7, 2008 – May 7, 2010; 

May 7, 2010 – May 7, 2012; 

May 7, 2012 – May 7, 2014. 

For each period, 18 audio fragments were taken, 
14 of which were used for training with the 
remaining 4 for testing. Each of the audio records is 
a one-minute fragment from Vladimir Putin’s 
speeches. In each time interval, 7 audio fragments 
were taken from Vladimir Putin’s interviews where 
he answers journalists’ questions, and 11 fragments 
were from his prepared speeches beforehand. Like 
the first experiment, the second experiment was 
repeated 40 times with random allocation of the 
input audio files for training and test sets. The 
classification accuracy of a speech fragment to the 
correct time interval was 39%. One can notice that 
the accuracy has decreased in comparison with the 
previous experiment because of the reduction in the 
duration of the time intervals, and consequently 
there were less distinguished differences between 
them. Table 4 represents the similarity matrix of 
classes, computed as a result of the method’s work. 

Table 4.Sim

 
Table 4.Similarity Matrix (Experiment 2) 

 1st period 2nd period 3rd period 4th period 5th period 6th period 7th period 

1st period 1,00 1,03 1,02 1,01 0,95 0,87 0,61 

2nd period 1,02 1,00 1,03 1,03 0,85 0,67 0,58 

3rd period 0,94 0,98 1,00 1,01 0,94 0,82 0,66 

4th period 0,94 0,96 0,98 1,00 0,97 0,80 0,52 

5th period 0,80 0,84 0,89 0,98 1,00 0,96 0,87 

6th period 0,78 0,80 0,87 0,90 0,94 1,00 0,92 

7th period 0,76 0,91 0,90 0,80 0,85 0, 96 1,00 
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Figure 3. Similarity Tree (Experiment 2) 

 
One can notice that the method was able to 

arrange the time periods in chronological order 
despite the decrease of the classification accuracy of 
the speech fragments to the correct time interval. 
Thus, the class “2nd period” is the most similar to the 
class “1st period” (the similarity value is equal to 
ଵ.଴ଷାଵ.଴ଶ

ଶ
ൌ 1.025), then in decreasing similarity 

value order, the classes “3rd period” (the similarity  

 

 

 

value is equal to 
ଵ.଴ଶା଴.ଽସ

ଶ
ൌ 0.98), “4th period” (the 

similarity value is equal to 
ଵ.଴ଵା଴.ଽସ

ଶ
ൌ 0.975), “5th  

period” (the similarity value is equal to 
଴.ଽହା଴.଼଴

ଶ
ൌ

0.875), “6th period” (the similarity value is equal to 
଴.଼଻ା଴.଻଼

ଶ
ൌ 0.825) and finally “7th period” (the 

similarity value is equal to 
଴.଺ଵା଴.଻଺

ଶ
ൌ 0.685) follow.  

The numerical descriptors with the highest Fisher 
discriminant scores in this experiment are:  

Histograms of fuzzy oriented gradients: 
5.846747; 

Multiscale histograms: 4.877804; 

Combination of geometric moments: 4.153543; 

Radon transform features with the Chebyshev 
transform: 3.564352; 

Zernike Moments: 3.067110. 

In another experiment, audio records of the 
speech of Barack Obama, the 44th President of The 
United States of America, were analysed, and the 
input dataset was split into four time intervals: 

January 20, 2007 – January 20, 2009; 

January 20, 2009 – January 20, 2011; 

January 20, 2011 – January 20, 2013; 

January 20, 2013 – January 20, 2015. 

Audio files for the experiment were downloaded 
from the website «www.americanrhetoric.com». For 
each period, 14 audio fragments were taken, 11 of 
which were used for training and the remaining 3 for 
testing. Each of the audio records is a one-minute 
fragment from Barak Obama’s interviews/speeches. 
The experiment was repeated 40 times with random 
allocation of the input audio files for training and test 
sets. The classification accuracy of speech fragments 
to the correct time intervals was 59%. Table 5 
represents the similarity matrix of classes, computed 
as a result of the method’s work.

Table 5. Similarity Matrix (Experiment 3) 

 1st period 2nd period 3rd period 4th period 
1st period 1,00 1,00 0,93 0,93 
2nd period 0,97 1,00 0,98 0,96 
3rd period 0,79 0,80 1,00 0,96 
4th period 0,67 0,69 0,78 1,00 
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Figure 4 shows the similarity tree for the periods 
under review. 
 

 
Figure 4. Similarity tree (Experiment 3) 

Figure 4 shows that the method was able to 
arrange the time periods in chronological order. 
Thus, the class “2nd period” is the most similar to the 
class “1st period” (the similarity value is equal to 
ଵ.଴଴ା଴.ଽ଻

ଶ
ൌ 0.985), then in decreasing similarity 

value order, the classes “3rd period” (the similarity 

value is equal to 
଴.ଽଷା଴.଻ଽ

ଶ
ൌ 0.86) and “4th period” 

(the similarity value is equal to 
଴.ଽଷା଴.଺଻

ଶ
ൌ 0.8) 

follow. 

The numerical descriptors with the highest Fisher 
discriminant scores in this experiment are: 

 

 

Histograms of fuzzy oriented gradients: 
4.738778; 

Combination of geometric moments: 4.201858; 

Multiscale histograms: 4.199756; 

Combination of geometric moments with the 
Wavelet transform: 3.506478; 

Combination of geometric moments with the 
Chebyshev transform: 3.052345. 

In another experiment, audio records with the 
speech of Angela Merkel, the Chancellor of 
Germany, were analysed, and the input dataset was 
split into four time intervals: 

November 22, 2005 – November 22, 2007; 

November 22, 2007 – November 22, 2009; 

November 22, 2009 – November 22, 2011; 

November 22, 2011 – November 22, 2013. 

Audio files for the experiment were downloaded 
from the official website of Bundestag 
«www.bundestag.de». For each period, 13 audio 
fragments were taken, 10 of which were used for 
training and the remaining 3 for testing. Each of the 
audio records is a one-minute fragment from one of 
Angela Merkel’s speeches. The experiment was 
repeated 40 times with random allocation of the 
input audio files for training and test sets. The 
method was able to classify an audio fragment to the 
correct period in 68% of cases. That is higher than 
the value of classification accuracy for any of the 
previous experiments. It means that, in the case of 
Angela Merkel, the speech characteristics have the 
most marked dynamics during the entire period 
under review (8 years – from November 22, 2005 to 
November 22, 2013). In addition, comparable results 
(65 %) were obtained in the case of Vladimir Putin 
when the input data were split into four periods 
lasting for 4, 4, 4 and 2 years – his first, second and 
third terms of his being the President of the Russian 
Federation and his term as The Chairman of the 
Government of the Russian Federation.  Table 6 
represents the similarity matrix of classes, computed 
as a result of the method’s work.

Table 6.Similarity Matrix (Experiment 4) 

 1st period 2nd period 3rd period 4th period 

1st period 1,00 1,02 0,91 0,69 

2nd period 0,86 1,00 0,89 0,50 

3rd period 0,77 0,91 1,00 0,58 

4th period 0,48 0,54 0,54 1,00 
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The classification accuracy of a speech fragment 
to the correct time interval can be increased by the 
preprocessing of the input data (including 
precorrection, or signal spectrum equalization, noise 
filtration, logarithmic spectrum compression, sound 
normalization). 

Figure 5 shows the similarity tree for the periods 
under review. The figure shows that the method was 
able to arrange the time intervals in chronological 
order. As can be observed in Table 4, the class “2nd 
period” is the most similar to the class “1st period” 

(the similarity value is equal to 
ଵ.଴ଶା଴.଼଺

ଶ
ൌ 0.94), 

then in decreasing similarity value order, the classes 
“3rd period” (the similarity value is equal to 
଴.ଽଵା଴.଻଻

ଶ
ൌ 0.84) and “4th period” (the similarity 

value is equal to 
଴.଺ଽା଴.ସ଼

ଶ
ൌ 0.585) follow. 

The numerical descriptors with the highest Fisher 
discriminant scores in this experiment are: 

Histograms of fuzzy oriented gradients: 
11.189818; 

Multiscale histograms: 9.112243; 

Combination of geometric moments: 8.985105; 

Multiscale histograms with the Wavelet 
transform: 8.310537; 

Zernike Moments: 7.720533. 

 

 

 

 

 

 

 

 

 

Figure 5. Similarity Tree (Experiment 4) 

Also three extra experiments were carried out to 
show the generalization of the method. Audio 
records with the speeches of Jacques Chirac, George 
Bush and Vladimir Zhirinovsky were analysed. The 
input dataset was split into six time intervals for 
Jacques Chirac, four time intervals for George Bush 
and four time intervals for Vladimir Zhirinovsky. 
The summary information about the split and 
settings of the input data for these experiments is 
represented in Table 2. The classification accuracy 
of the method was 57%, 67% and 63% accordingly. 

The summary information about the 
experiments’ results is represented in Table 7. 

Table 7

 
Table 7.The Experiments’ Results Of Using The Automatic Method For Speech Analysis And Chronological 

Ordering 
Experiment  

№ 
Speech fragments of 

politicians 
Classification 

Accuracy 
The ability to 
chronological 

ordering 
1 Vladimir Putin 65% yes 
2 Vladimir Putin 39% yes 
3 Barak Obama 59% yes 
4 Angela Merkel 68% yes 
5 Jacques Chirac 57% yes 
6 George Bush 67% yes 
7 Vladimir Zhirinovsky 63% yes 
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4. DISCUSSION 
 

In this research, the method operates with a 
feature set of 1030 features, which are numerical 
descriptors of the visual content of 460 
spectrograms. After each of the numerical 
descriptors is assigned a Fisher discriminant score, 
70% of the features with the lowest Fisher 
discriminant scores are discarded. The final set is 
309 numerical descriptors. The similarity value 
between two time periods is determined by the 
average distance of all audio fragments in one period 
to all audio fragments in another period. 

The experimental results showed that the 
proposed method was able to arrange the time 
intervals in chronological order, i.e., it was able to 
track the changes in the human speech 
characteristics, which had occurred during the 
certain period of time (in this research, periods 
lasting for 8-14 years were under review).  

The changes in the human speech characteristics 
can be caused by a wide range of reasons. Probably, 
for the persons under review the main two are aging 
and changes in the style of speech and performance, 
connected with the strengthening of their politician’s 
positions or changing in the political situation in the 
state. 

One can also notice, that the result of the 
method’s work doesn’t depend on the sex and age of 
the politician and the language, in what the samples 
were recorded.  

The method’s sensitivity was also checked in a 
separate experiment in which the input dataset was 
divided into shorter intervals. The results showed 
that, even in this case, the method was able to 
arrange the time periods in chronological order 
despite the decrease of the classification accuracy of 
speech fragments to the correct time intervals. The 
similarity matrix of classes is visualized and 
represented as the similarity tree in the present 
research. In addition, the most significant features 
for the analysis of speech fragments were found: 
histograms of fuzzy oriented gradients, multiscale 
histograms, and combinations of geometric 
moments. However, the main disadvantage of the 
approach is processing time. Extracting the feature 
vector from a single spectrogram takes 
approximately 6 minutes (for a single Intel Core-i7 
processor). In general, the experimental results show 
that the comprehensive morphological analysis of 
spectrograms can be effectively used for audio 
analysis.  

5. CONCLUSION 

Sound is a complex data type if it is considered 
in terms of automatic analysis via computing 
machines. In this paper, a method using the 
comprehensive morphological analysis of audio 
fragments’ spectrograms to produce the time 
periods’ similarity matrix was described. 

The classification accuracy of speech fragments 
to the correct time intervals can be increased by the 
preprocessing of the input data (including 
precorrection or signal spectrum equalization, noise 
filtration, logarithmic spectrum compression, and 
sound normalization). The classification accuracy of 
the method can also be improved by increasing / 
reducing the size of the feature vector used for the 
analysis and by varying the duration of the audio 
fragments included in the experimental dataset. 
However, it should be remembered that increasing 
the feature vector size always results in the increase 
of the processing time. 

Such methods can be very useful for the 
organization and chronological ordering of audio 
data (for example, to create audio archives 
automatically), as well as for the analysis and 
visualization of speech characteristic similarities, 
which can be used in such research as a person's 
identification by voice and the detection of similar 
voices. 
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