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ABSTRACT 
 

Designing an accessible computer application for the visually impaired has gained popularity among the 
researchers over the years. Many researches focus on creative usage of multimedia design elements in 
extending computer accessibility for users with these special needs. Multimedia design elements plays an 
important role in the design of any application, be it a mobile application, stand alone computer 
application, online web applications and many more. A designer acquires knowledge of designing through 
established standard guidelines and past literatures related to accessibility to produce user-disable friendly 
computer applications. Despite the constant effort from the designers, visually impaired users are still 
struggling to access and to use computer applications. Major reason to this scenario is not the fault of a 
designer but the gap in current state of art is to be criticized. A clear reflection on current state of art was 
not portrayed all this while leaving uncertainty among the designers in utilizing effectively the design 
elements in designing an application. Thus, this paper serves as a complete review in analyzing the 
findings of past literatures as well as established accessibility guidelines relating to visually impaired 
computer users. About 80 published articles were used to generate this paper. An analysis on the latest 
literatures has revealed that there exist lists of mandatory and optional elements in considering a design. 
These finding identifies the gap in current state of art and creates opportunity for future work.     

Keywords: Multimedia Design Elements, Computer Accessibility, Visually Impaired, User Interface 
Design.  

 

1. INTRODUCTION 
 

Computer applications such as Word, 
spreadsheet, PowerPoint, internet browsers and 
many others are heavily used by computer users 
for general use as well as for specific work 
purposes. The same applications are also 
accessed by the blind users to perform their 
personal and professional task. However, the 
representation of an application determines the 
level of accessibility it offers to this group of 
users. Apparently, designers tend to design 
applications based on their own imagination, 
expectation and understanding, leading to heavy 
usage of visual cues. This means these 
applications are not easily accessible by the 
blind users [1], [2].  

 Various studies have been reported on 
user interface designs over the years by many 
researchers and academicians, though most 
studies do not take into account end user 
preferences, such that users are compelled to 

adapt to the design of a system [3]. Little research 
has been performed on the expectation, 
imagination and preference of blind users in 
terms of information technology context [4], [5]. 
Blind users feel frustration when they are 
compelled to adjust to a design meant for sighted 
users. The process of accessing in terms of 
selecting and opening an application itself is seen 
as a challenging task. This is because the 
expectation of a blind user is quite different 
compared to a sighted user [6], [7].     

 A blind user is expected to depend on 
assistive technologies, primarily screen readers, 
in assisting them to access and use an application 
[8], [9]. However, most of assistive technologies, 
despite being immersive, are unable to 
completely fulfill the need of a blind user [10]. 
Designers tend to utilize their own imagination 
and preference in designing an application, which 
facilitates the perception process of the sighted 
users better but leaves behind blind users. An 
application becomes inaccessible to the blind 
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users due to several reasons. The major 
contributing reasons towards the development 
of an inaccessible application are the lack of 
relevant awareness, knowledge and skills 
among designers [11].  
 The current state-of-art can be 
addressed as the main cause of a designer 
remaining unaware on the need of accessibility 
to be incorporated in designing. The current 
state-of-art of designing an application is 
typically seen from the viewpoint of sighted 
users, not taking into account the education of 
designers on the importance of including the 
design from the viewpoint of blind users. It was 
noted that recent HCI research makes it clear 
that most researchers dealing with perceptually 
impaired people have devoted their time to 
investigate the accessibility of information 
and/or functionality via computers in order to 
enable or enhance usage for diverse user groups 
[5], [12], [13].  
 However, they have not focused on 
usability or user interface guidelines, leaving a 
theoretical gap to address [12], [13]. A designer 
designs an application utilizing multimedia 
design elements of HCI. Multimedia design 
elements usually play an important role in the 
design of any application, whether a mobile 
application, standalone computer application, 
online web applications and many more [14], 
[15]. A list of six multimedia design elements 
has been classified as contributing elements in 
interface design [15]–[17]. The elements are 
Text & Color, Graphics, Animation, Interface 
Layout, Audio and Touch Sensation.    
 Text element refers to the usage of 
characters to represent content in an output 
[18]. Characteristics of text such as font style, 
font type and font sizes convert a content to be 
meaningful in the eyes of the viewer. Color is 
another element which is also used 
interchangeably with text to create a pleasant 
display while stressing the importance of it 
[19]. Color can also be associated with an 
object such as color peach reflecting the fruit 
peach. Studies have shown that appropriate 
usage of color has created positive emotions in 
the mind of a user facilitating the information 
perceiving process [20].   
 Graphics can be an image, a photo, a 
picture or a drawing which is an illustration of 
something. The usage of graphics allows the 
users to remember the message for a longer 
period of time compared to any other type of 
learning method [21]. This is due to the effect 

of visual perception staying longer in the users 
mind compared to textual perceptions [22], [23]. 
Animation describes the movement of an object 
at a rapid pace to present the transition between 
two states in an interface [23], [24]. Animation 
also able to reduce the cognitive burden of a user 
by shifting the task of understanding an interface 
to perceptual load [24]. A proper usage of 
animation in a complex environment can 
facilitate smooth learning process for a user.    
 A precise definition for interface layout 
will be the arrangements of right sized object or 
components on an interface at most efficient 
manner [25]. This also includes the arrangement 
of the related objects closely in order to allow the 
visual skills to more easily parse content [16]. In 
olden days, interface layout appears static when 
user interacts with a computer system. However, 
the growing demands on usability have forced the 
designers to create a smarter layout which adapts 
dynamically according to the changes such as 
resizing windows of an interface [25].  
 The application of sound in designing an 
interface to facilitate the process of conveying 
information to the user is known as audio element 
[26]. Apart from using audio as a narrator to read 
the content of a screen, audio can also be used to 
communicate the emotions behind it using the 
characteristics such as intonation, stress, and 
rhythm and voice quality. Greater interpretation 
of information could be achieved as audio 
facilitate the cognitive process [26]. As 
appropriate usage of audio will help a user to be 
aware of the surroundings, cue visual attention 
and facilitates in conveying multiple complex 
information [27].  
 Touch sensation refers to the usage of 
Braille or tactile representation in conveying 
message to the users  [16]. Braille codes are used 
to represent information through Braille device 
while tactile sensation such as vibration, smooth 
texture, rough texture, heat sensation, cold 
sensation and so on is represented using haptic 
devices [28]–[30]. Touch sensation has proven to 
be at least 5 times faster in facilitating the 
learning process comparing to visual perception 
[29]. The triggering of motor skills in human 
while using touch sensation reduces the cognitive 
demands in perceiving information especially in a 
multi- tasking environment [31].     
 The guidelines as well as past literatures  
on multimedia design elements are merely a set 
of explanations and in some cases, audio and 
touch sensation are considered as an assistive 
technology instead of an essential design element. 
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These descriptions simply provide the 
definitions of the design element, leaving the 
designer to make decisions on their own in 
determining which of these elements are more 
important. These guidelines have been 
classified as having little value in educating 
designers on the usage of certain design 
elements in designing process [19].    
     The gap in current literature and the 
growing number of blind users referring to 
statistic of world health organization (WHO) 
has motivated this research. An invitation to 
improve the guidelines, models, policies and 
practices relating to accessibility in designing 
applications for disabled people has been 
highlighted in recent research [5], [32]. There is 
a need to focus on the process of establishing 
these policies and practices to provide a much 
more inclusive access to the special needs 
reducing usability issues and improving poor 
inclusive learning design issues. Thus, this 
article serves as a preliminary finding which 
reviews the past literatures on computer 
accessibility involving multimedia design 
element for visually impaired.  
 A reflection on current state-of-art will 
be the final deliverable of this critical review. 
The reflection on current state-of-art can be 
considered as the theoretical model derived 
from the analysis of past literatures. This model 
is to provide baseline information to the 
scholars in understanding the role of 
multimedia design elements as portrayed 
generally in the literatures and to serve as a 
starting point for scholars to work on 
improvement in terms of accessibility, usability, 
user interface design catering visually impaired.  
 The paper is organized as follows: 
Section 2 describes the selection technique and 
analysis method of the literature papers. Section 
3 presents the past work on multimedia design 
elements meant for visually impaired. Section 4 
discusses on the extent of multimedia design 
elements coverage in existing guidelines. 
Section 5 pictures the reflection on current 
state-of-art. Section 6 concludes the paper.  
 
2. RESEARCH METHOD 
 

 The review processes are divided into 
two major sections. The first section is review 
process of past literature papers and the second 
section is review process of existing 
accessibility guidelines. This review process to 
identify the issues is different from the usual 

review process whereby most of the findings are 
focused only on one category which is either on 
literature papers or on existing guidelines. 
However, in this article, both categories have 
been considered to produce an accurate 
visualization on the role of multimedia design 
elements. 

In the first section, the articles for review 
were selected based on three criteria. The criteria 
are; (i) Year Published, (ii) Targeted Users and 
(iii) Major Topic. As highlighted in table 1, the 
articles published between the years 2007 to 2017 
with major topic is on overall improvement of 
computer based applications targeting the 
visually impaired are taken into consideration. 

 
Table 1: Criteria for Selection of Review Papers 

Criteria Parameters 
Year published 2007 - 2017 
Targeted Users Visually Impaired 
Major Topic Improvement in terms of user 

interface design, usability and 
accessibility involving multimedia 

design elements. 

 
The publications within the time span of 

ten years were chosen as the right duration for 
review to ensure the latest trend are captured. 
These papers are carefully studied to know the 
content of the data discussed in the main body. 
Subsequently, these content are identified in 
terms of multimedia design elements used as the 
main contributor to improve the learning platform 
for visually impaired. The analysis of these 
articles includes descriptive summary to show the 
focus of past literatures on multimedia design 
elements. The analysis ends with reflection on 
current state-of-art depicting graphically the role 
of multimedia design elements in context of 
visually impaired computer users. 

In the second session, the accessibility 
guidelines for review process were selected based 
on frequently accessed and referred by past 
literature papers related to the improvement of 
overall user interface design and usability of 
disable group. This is due to the reason that 
accessibility guidelines meant for only visually 
impaired is rather limited. Thus, to give an 
overall overview on the usage of multimedia 
design elements in relation to accessibility, the 
general guidelines meant for every type of users 
were taken into considerations. The analysis on 
existing guidelines was performed in terms of 
extensiveness of multimedia design elements 
covered in context of designing system 
application. This is to show the extent of 
importance given on each design element in 
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general which will be perceived by the 
designers as well.         

  

3. MULTIMEDIA DESIGN ELEMENTS 
IN PAST STUDIES FOCUSING 
VISUALLY IMPAIRED COMPUTER 
USERS 

 
 Research on various ways of 
representing information to blind user using 
multimedia design elements has been in 
practice for many years. One of the heavily 
used multimedia design element in computer 
environment to communicate meaningful 
information are text and color. Past findings 
show that some characteristics of these elements 
could be communicated to the blind users through 
non-visual design elements such as audio and 
touch sensation elements. One of the interesting 
work includes [33] in which steps were taken to 
communicate attributes of text elements such as 
font attributes and font hierarchy to the visually 
impaired.  
 In this study, font attributes such as 
bold, italic, underline and font hierarchy such as 
header, sub-header and paragraphs were 
communicated through specified braille codes 
to blind users. An application was developed to 
translate the content of a webpage to braille 
codes using braille line. With this invention, 
blind user now able to understand bolded, italic 
and underlined words in a website. Alongside, 
the organization of a webpage in terms of 
header, sub-headers and paragraphs are also 
made known to them. Though the findings 
translated few of text characteristics to the blind 
users yet the output was limited to only header, 
sub-headers and paragraphs. Second level sub-
headers or levels lower than this were unable to 
be translated.  
 Similar importance were given by [34] 
in their study when their research proved 
enhanced text user interface (ETI) encourages 
the visually impaired to navigate better 
compared to Graphical User Interface (GUI). 
These authors drafted nine guidelines 
concerning context and orientation of 
information, navigation, clarity and simplicity 
to construct an enhanced text user interface 
(ETI) which was tested with 39 visually 
impaired users. The outcomes were 
significantly greater in terms of efficiency, error 
rate and satisfaction results comparing to a GUI 
based website complying with Web Content 
Accessibility Guidelines (WCAG). The focus of 

these guidelines was very much based on the 
concept of providing “alternative text” for object 
used on an interface design. However, the focus 
should also consider touch sensation as another 
medium of output as blind user possesses rich 
tactile sensitivity skills which could be utilized to 
enhanced learning process.     
 In [35],  a software system using 
bilingual audio element were developed. This is a 
dictionary system meant for blind users allowing 
them to translate certain language from any 
sources including user interface languages. The 
main element used here was audio element while 
the user interface of this system is extremely 
simple layout with text and partially color based 
display indicating simple appearance is sufficient 
to encourage the usage of computer system 
among visually impaired. The main idea was to 
deliver information in simplest format taking into 
account the user task, behavior, semantic and 
device. However, the study failed to look at the 
importance of providing equal opportunity in 
accessing the existing interface design meant for 
both sighted and non-sighted users without any 
compromises in terms of the output.    
 Another finding which focused on 
translation of text to speech is [36]. In this work, 
the researchers invented a prototype to capture an 
image containing text and using optical character 
recognition (OCR) technology, the fonts are 
extracted and printed on a notepad. The audio 
will read this text output to the blind users. The 
end results are very interesting due to the ability 
to convert a text based image to audio based 
output. However, the authors have not discussed 
on the possible inaccurate translation that might 
occur if the image does not contain a clear 
boundary between one font and another.   
 Recent studies which also looks into 
translation of image based information to the 
blind users are [37] and [38]. However, unlike the 
previous authors, these latest findings involve the 
use of touch sensation in conveying the message. 
In [37], the main idea is about generating tactile 
graphics from any online based sources through 
the extraction of information from the metadata 
and then produced it as an output through tactile 
device. This practice will ensure any image 
rendering to tactile output. It is an interesting 
finding yet it involves the usage of expensive 
devices and it is still unclear in terms of the 
technical implementation.  
 While in [38], the authors went beyond 
converting online materials. They focused on 
representing an actual environment virtually through 
sensory, layout, colors and graphics which helps 
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visually impaired to relate it to real environment 
later. The application facilitates the learning 
process of a new environment for the visually 
impaired thus reduces the potential mistake that 
they could make if they were to navigate the 
environment for the first time ever. However, in 
terms of practical implementation, the various 
touch stimuli to represent the real environment 
maybe limited and in larger scope, there lays huge 
difficulties in converting a spacious environment 
or in fact every single environment. 
 Research has also shown that interface 
layout plays a very big role in some situations 
especially in an e-commerce environment [39]. 
Interface layout becomes one of the key 
deciding factors for a user to proceed on an e-
commerce website apart from the factor price 
and product offered [39]. Unlike color and text, 
a good interface layout does have an effect on 
blind users [40].  
 A proper arrangement of related 
information, tabs, sequence of the topics, 
placement of the subtopics and few others on 
the screen do help a blind user to perceive the 
information more easily compared to a cluttered 
layout which does not follow any kind of 
appropriateness [39]. A similarity of idea 
between [39] and [41] could be seen when the 
latter agreed on the advantages of properly 
arranged interface layout for the blind user. 
Abidin’s work showed that the structural 
representation of an interface layout creates two 
dimensional views for the blind users.  
 Structural representation in the form of 
various complexity levels of tables containing 
text were tested for navigation purpose with 10 
blind users. The navigation process was 
performed with the help of multimodality 
output which revealed the formation of two 
dimensional representations in the mind of a 
blind user. However, their research also shows 
that the theory is applicable only if the layout 
appears simple and not much of a difference 
could be seen for a complex layout [42]. The 
work of [43] has added to [39] and [41] findings 
on simple structural layout for the blind.  
 The travel on the virtual world was 
related with the travel on the real physical 
world in terms of the concept [43]. Connors 
used game based approach application 
involving multiple design elements such as 
animation, graphics and audio in transferring 
the spatial information on an environment to 
facilitate the blind in real life navigation. There 
is a similarity between Connors’s work and 
Maidenbaum’s findings whereby both 

attempted to facilitate the navigation in real life 
easier for visually impaired.  

 In [44], it was highlighted that related 
object should be placed together as it creates an 
information scent and tends to improve the 
navigation process. The information which is 
related is grouped or arranged together to form a 
sense of belonging in the topic. A blind user who 
skips their targeted topic while navigating 
through a layout will realize that the scent of the 
current topic is different from the previous topic.  
  The concept of information scents was 
tested among e-commerce websites. Both, Kuo & 
Chen, (2011) and Takagi et al., (2007) has agreed 
that interface layout plays a big role in e-
commerce websites [39], [44]. The latter has 
discovered that blind user possess various 
scanning method in navigating through an 
information. An automatic analysis and 
visualization method for non-visual navigation 
known as “Nonvisual Usability Visualization 
Method” were developed to measure the 
accessibility of e-commerce websites. This 
method basically calculates the time taken by a 
blind user to reach specific part of a layout, while 
taking into consideration different types of 
navigation style.  

 Thirty popular online shopping sites 
from three different countries (UK, US and 
Japan) were evaluated using this method. It was 
found that 87% of the sites were not accessible to 
the blind user [44]. This result reveals that 
interface layout was not considered from the view 
point of blind users. Many applications fail to 
realize that a well-designed interface layout 
impacts positively the navigation process of a 
blind. The usage of the correct layout of blocks 
improves the accessibility features of an 
interface. An accessible interface layout allows 
blind users to travel around an application much 
faster and feel more satisfied. The findings of 
[44], [39] and [43] interrelates real life 
environment in classifying objects as cues or 
obstacles in facilitating their navigation process 
as well as placing related topics closely could be 
combined to form a complete concept on 
interface layout. However, in the case of a cue 
turned into an obstacle or mislead of subtopics 
for certain users which could be due to influence 
of their past experience or interaction style was 
not given much thought in this research. This in 
return, might create a smooth navigational 
process only for specified users and might not be 
applicable for others.        

 Most of the mentioned work uses audio 



Journal of Theoretical and Applied Information Technology 
31st October 2017. Vol.95. No 20 

 © 2005 – ongoing  JATIT & LLS   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195  

 
5384 

  

alongside with other design elements in 
delivering the intended message to the visually 
impaired. It is undeniable fact that audio is seen 
as a delivery mode more than an essential 
multimedia design element. A clear definition 
on audio was not found in recent research as 
many authors still referring to olden days 
literatures. Therefore, the papers published five 
years before the year 2007 was referred for this 
particular section. However, the reference is 
merely to provide definition on types of audio 
exist and are not included as part of the content 
review relating to the topic.  

 The input of a system comes in the form 
of speeches from the user while the output from 
the system is delivered in the form of speech 
and non-speech audio to the user [26], [45], 
[46]. Speech audio refers to the words 
communication such as usage of a screen 
reader, and non-speech audio refers to auditory 
icons, music, and environmental sounds to 
deliver certain messages [26], [46].  
 A non-speech sound can be further 
categorized as synthetic and natural. Synthetic 
sound refers to the usage of any sound to 
deliver information such as a “ping” sound for 
an alert message. While natural sound refers to 
the usage of original sound relating to the 
scenario [16]. Appropriate usage of audio will 
help a user to be aware of the surroundings, cue 
visual attention and facilitates in conveying 
multiple complex information to the users [27]. 
Audio is as a complement that works with other 
types of design elements [26], [27].  
 A pattern on the past research relating 
audio element with blind users has been detected. 
The first pattern is audio as a sole element in 
translating the content of an interface and the 
second pattern is the inclusion of another design 
element mainly the touch sensation or another 
technology to work along with audio. The findings 
of [47], [48] and [49] are some of the significant 
examples of research on audio as a sole element. 
The work of [50], [41], [51] and [52] could be 
classified as examples of research involving 
audio with other design elements and 
technologies. 

 In [48], a tool was designed and 
developed to overcome the currently lacking of 
browser-based tools for post-production audio 
description. This tool allows users to describe 
the visual characteristics in a video and add as 
part of the communicated dialogue. Thus, the 
visual characteristics such as action, characters 
and settings are made known for the blind 
viewers. The exploration of audio was also 

extended to ease the usage of different types of 
computer applications and practices for the blind. 
Applications such as programming platform, 3D 
tools, computer games and practices such as 
cross-platform remote access have been 
considered.  

 The work of [47] used computer games for 
rehabilitation purpose in the field of health and 
telemedicine meant for blind teenagers. Audio were 
used as the main element in facilitating this 
specially designed computer game to allow the 
visually impaired to feel the same experience as the 
sighted users. Unlike other researchers, [49] look at 
the problem faced by the blind users beyond the 
simple application usage. The incompatibility of 
screen reader when there is a need for usage in cross 
platform or remotely accessed environment was 
highlighted. A solution utilizing the audio element 
was introduced to facilitate usage of screen reader 
across platform.         
 Though many recent works have 
produced successful solutions solely involving 
audio, there are also some significant findings 
which pairs up audio with other design elements 
or technologies in producing an accessible 
platform for the blind. This can be seen in the 
work of [50], whom made the surroundings of 
blind user much easier to access, through the 
application of audio alongside with touch 
sensation. Kiosk and hand held devices 
incorporate touch screen tips and audio 
descriptions to extend the usability to the blind 
users. Strong relations may be sensed between 
the work of [50] and [51] whereby the later also 
applied similar software solution in assisting the 
blind user in navigating through a large 
environment.  
 While [51] worked on navigation of real 
environment, [41] explored the navigation of web 
pages. The performance of audio in combination 
with QR technology was also seen as an 
improvement when it was used to translate the 
graphics within the textbook of blind students 
[52]. It could be summarized that audio is more 
effective when presented with other design 
elements. Audio tends to deliver the intended 
message accurately when it is in multimodality 
environment. Despite many successful 
implementation of an audio, the limitations of 
screen readers make the interpretation of some 
output more challenging. At present, audio is 
unable to interpret mathematical expression, 
illustrations, diagrams, maps, visual layout, and 
hierarchy [53].  
 Some other work was found incorporating 
audio, text and animation to provide a better 
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learning environment for visually impaired. 
Animation is another visual cue; therefore, the 
visually impaired will have trouble in perceiving 
information which is presented using animation. 
Many designers failed to create an accessible 
animation for the visually impaired (Whit et al., 
2016). The characteristics of an animation need to 
be communicated to the blind user in order to 
deliver the meaningful information. It is also 
important for a designer to realize that only 
relevant descriptions of an animation are able to 
accurately translate an intended message [56]. 
This means not all information can be translated 
using animation.  The constraint on the 
condition of usage on animation creates a 
limitation to the designers in utilizing much this 
element as the main contributor of an 
application and practices.   
 Recent research has applied touch 
sensation more than just the usual 
representation of text. Spatial information was 
attempted to be translated to the blind users 
through the application of touch sensation [57]. 
This research made sense of spatial 
representation on an interface to the blind user 
which initially was a challenging task. The 
intervention of touch sensation in facilitating 
the blind to learn their surroundings started 
many years ago and is still being explored 
progressively [58], [59]. 
 Navigation of the real environment 
became more sensible for the blind when touch 
sensation systems were introduced. A tactile 
wayfinder system was developed to assist blind 
users to find their path of travel through the 
vibration features [59]. This system guides a 
blind to move around and able to avoid any 
obstructions along the way. In addition to this 
finding, a digital map on a touch screen device 
was translated in the form of vibration and 
audio output to help the blind users to get an 
overview of the layout [60]. The intention of 
[60] was very similar to another past finding, 
[61] whereby the latter worked on representing 
HTML elements to the blind users using force 
feedback. The representative view of the web 
layout was achieved through this representation 
hence bringing the blind user closer to their 
navigating environment.   
 The amount of information that could 
be learnt by a blind user with the usage of touch 
sensation can be highly related to the type of 
sensation that is being used in representing 
particular content. The work of [62] has 
demonstrated this by exploring various types of 
stimuli to produce an effective pattern which is 

believed to increase the effectiveness of 
representing information to the user. Seven 
classes of different tactile patterns, which consist 
of different time length, strength level and base 
effects, were created and tested as “match the 
pattern” game. The finding concluded that 
different activation time length, with various base 
effects and by combining a set of patterns with 
variation of vibration strength as a good design 
principle as the test result reflects the fact that 
users tend to remember patterns created with this 
design principle.  
 It could be summarized, that the research 
interest on touch sensation and its use in 
facilitating the blind users has increased 
tremendously over the years. However, this 
technology is still at a beginning stage; thus, it 
requires plenty of improvements in order to 
translate every object and content of a computer 
system into a readable format for the visually 
impaired. Research on improving the design and 
modeling of touch sensation technology is still in 
focus showing that there is always a room for an 
improvement to be made [63].  
 
Table 2: Summary of Previous Findings (2007-2017) 

Sources 
Multimedia 

Design 
Elements 

Findings 

Chen et al., 
(2007) 

Audio, Touch 
Sensation 

Covers human 
performance issues 
relating to user 
interface design. 

Kuber et al., 
(2007) 

Touch 
Sensation, 
Interface 
Layout, 
Audio 

Used touch sensation 
as the main element 
in representing 
HTML elements to 
give an overview of a 
webpage. 

S. H. 
Kurniawan, 
(2007) 

Audio, Touch 
Sensation, 
Interface 
Layout, 
Graphics, 
Text & Color 

Essential elements in 
designing. 

Takagi et al., 
(2007) 

Audio, 
Interface 
Layout 

Navigation style and 
focused on the 
implementation of 
audio. 

Alonso et al., 
(2008) 

Audio, Touch 
Sensation, 
Graphics, 
Text & 
Color, 

Developed bilingual 
software system 
allowing the blind 
user for language 
translations.  

Heuten et al., 
(2008) 

Touch 
Sensation, 
Audio, 
Graphics 

Wayfinder system 
using PDA and 
Tactile belt to 
translate and guide 
the pathways on the 
map to the users.  
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Sources 
Multimedia 

Design 
Elements 

Findings 

Leuthold et 
al., (2008) 

Audio, 
Interface 
Layout, Text 
& Color, 
Graphics  

Developed Enhanced 
Text User Interface 
(ETI) based on nine 
guidelines and tested 
the performance 
comparing to 
Graphical user 
interface (GUI). 

Vanderheiden, 
(2010) 

Audio, 
Interface 
Layout 

Combined the two 
techniques to improve 
the usability of touch 
screen kiosk and 
handheld devices. 

Kuo & Chen, 
(2011) 

Interface 
Layout, 
Graphics, 
Text and 
Color 

Case study on online 
sites. 

Nishino et al., 
(2011) 

Touch 
Sensation 

Investigate on the 
type of touch 
sensations. 

Poppinga, 
(2011) 

Touch 
Sensation, 
Audio, 
Graphics 

Applied touch 
sensation and audio to 
translate the content 
of a map for reading 
purpose. 

Xu et al., 
(2011) 

Audio, Touch 
Sensation, 
Graphics, 
Text & Color 

Translated school 
book using the four 
elements. 

Abidin et al., 
(2012) 

Audio, Touch 
Sensation, 
Interface 
Layout, Text 
& Color 

Used audio and touch 
sensation to convert 
various complexities 
of tables. 

Francis et al., 
(2013) 

Audio, 
Animation, 
Graphics 

Guided the usage of 
these two elements in 
designing e-
commerce website. 

Sulaiman et 
al., (2014) 

Touch 
Sensation, 
Text &Color 

Applied touch 
sensation in 
presenting the text 
attributes. 

Connors et al., 
(2014) 

Audio, 
Interface 
Layout 

Translation of spatial 
knowledge. 

D.Patil, 
(2015) 

Audio, 
Graphics, 
Text & Color 

Utilizes OCR 
technology and 
speech synthesis 
technology to 
translate images.  

Baker et al., 
(2016) 

Audio, Touch 
Sensation, 
Graphic 

Developed mobile 
application for 
graphics translation. 

Bose & 
Helmut, 
(2016) 

Touch 
Sensation, 
Graphic 

Using tactile to 
translate images from 
online sources. 

Cavaco et al., 
(2016) 

Audio, 
Graphic, 
Animation,  

Used audio as the 
main element in 
computer games for 

Sources 
Multimedia 

Design 
Elements 

Findings 

Interface 
Layout, Text 
& Color 

health education.  

Hamilton-
Fletcher et al., 
(2016) 

Audio, 
Interface 
Layout, 
Graphic, Text 
& Color 

Looking into 
translation of visual 
information into 
substitute sensory. 

Whit et al., 
(2016) 

Audio, 
Animation 

Focused on post-
production audio 
description. 

Maidenbaum 
et al., (2016) 

Audio, 
Graphics 

Used graphics and 
audio to deliver 
meaningful 
information.  

Merabet & 
Sánchez, 
(2016) 

Audio, Touch 
Sensation, 
Interface 
Layout 

Investigates on 
translation of spatial 
knowledge in real 
world. 

Syed et al., 
(2016) 

Audio, 
Animation 

Overcome 
incompetency of 
screen reader when 
accessed crossed or 
remote platform.  

Swaminathan 
et al., (2016) 

Touch 
sensation, 
Graphics 

Tactile based output 
to translate spatial 
information. 

 
As a summary of this section, multimedia 

design elements such as text and color, graphics, 
animation, interface layout, touch sensation and 
audio have been seen as essential components in 
promoting accessibility and usability features of 
an application [14]–[17]. Past work has been 
reviewed in this section to show the extent of 
adoption and usage of design element in delivering 
content and functionality of an application. The 
findings of this section have been summarized in the 
form of a table (table 2) at the end of the section. 
This table gives an overview of previous research 
interest and highlights their focus as well.  

The pattern shows that each research 
involves few of the design elements rather than 
covering all of the design elements at once. In the 
context of in-depth study, this is a good approach 
as the focused has been channeled to solving a 
specific problem of visually impaired. However, 
this could be an issue in the eyes of a designer. 
Designer depends on the past studies as well as 
established guidelines to know the importance of 
multimedia design element in designing an 
application. Past studies have definitely 
highlighted the need for each of these design 
elements; however, the importance of these 
design elements in the context of blind users 
might not have been clearly depicted. 
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   Past research has shown audio, touch 
sensation, text & color, animation, graphics and 
interface layout as important elements in 
delivering meaningful information to the blind. 
However, the pattern of the research shows that 
most of the time the designers work on audio 
and touch sensation relatively as mode of 
translation to the visually impaired therefore the 
end results emphasized on either one of these 
element only. Maximum benefit could be 
attained if the work viewed both audio and 
touch sensation as contributing elements and 
focused on using all design elements 
accordingly in translating the existing 
environment to the visually impaired.  

  As mentioned earlier in introduction 
section, the main reason such pattern of work 
exist could be highly related to the gap in 
existing established guidelines. The next 
subsection will review on the existing 
guidelines relating to computer accessibility and 
the viewpoint of multimedia design elements as 
portrayed by these guidelines to the designers.   

 

4. MULTIMEDIA DESIGN ELEMENTS 
IN EXISTING GUIDELINES  

 
 In this section, frequently accessed 
guidelines relating to the usage of multimedia 
design element has been reviewed, analyzed 
and summarized in table 9.  
 
4.1 Web Content Accessibility Guidelines 

(WCAG 2.0) 
 
 One of the frequently accessed 
guidelines which serves as the baseline findings 
for many designers are the well-known Web 
Content Accessibility Guidelines (WCAG 2.0) 
by W3C which are meant for web applications 
[32], [64], [65]. These guidelines are 
categorized into 4 principles; perceivable, 
operable, understandable and robust [64].  
 The principles are summarized in table 
3. Each of this principles are well defined to 
ensure that the web content is accessible by 
variety range of users which includes users with 
disabilities, visually impaired, hearing 
impairments, learning disabilities, cognitive 
limitations, speech disabilities, photosensitivity 
and combinations of these [64]. 
 The listed guidelines are very thorough 
and detailed [32], [64]. Web developers, user 
agent authors and web authoring developers 

tend to benefit from the provided guide as these 
guidelines are meant for all [32], [65]. The 
“design for all” rule has an objective of ensuring 
an easier browsing platform is developed for the 
impaired users, especially those users with 
common experience in using screen readers, mice 
or keyboards [65]. 
   

Table 3.The Four Principles of WCAG 2.0 [64]  
Principles Description 

Perceivable   Provide text alternatives for any 
non-text content. 

 Provide alternatives for time-
based media. 

 Create content that can be 
presented in different ways. 

 Make it easier for users to see and 
hear content. 

Operable  Make all functionality available 
from a keyboard.  

 Provide users enough time to read 
and use content. 

 Do not design content in a way 
that is known to cause seizures. 

 Provide ways to help users 
navigate, find content, and 
determine where they are. 

Understandable  Make text content readable and 
understandable. 

 Make web pages appear and 
operate in predictable ways. 

 Help users avoid and correct 
mistakes. 

Robust  Maximize compatibility with 
current and future user agents, 
including assistive technologies. 

   
  The principle “perceivable” and “robust” 
does highlight on the importance of delivering 
visual based information non-visually. The usage 
of alternative text for all non-text based 
information presented on web content has been 
stressed. This is to smoothly facilitate the 
translation into different format such as large 
printing, braille, speech, symbols and simpler 
language. The need to ensure on compatibility of 
the content to work with assistive technologies 
has also been highlighted.   
  However, the focus on providing an 
alternative for a visual based cue was pointed out 
as text based. This gives an impression as though, 
text based description for a visual representation 
is sufficient in translating the web content. In 
reality it takes more than just text explanation to 
deliver meaningful information. The element of 
audio is only referenced from the context of 
audio production for videos. In addition, the 
usage of touch sensations was not addressed in 
this guide at all [48]. The guide in WCAG 2.0 has 
less contribution towards the development of an 
application, as the guideline does not generalize 
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to computer applications. It is very specific for 
the presentation of web content to users.      
 
4.2 Accessibility Guidelines for People with 

Disabilities / Aging  
 
  Trace R&D has been working ever 
since 1971 to improve the designs of consumer 
products for both types of users; (i) normal 
users and (ii) users with special needs and had 
even produced the first set of guidelines on 
accessible web content which became the basis 
for World Wide Web Consortium’s Web 
Content Accessibility Guidelines 1.0 [66]. 
Referring to another recent development by 
Trace R&D Centre on computer design, the set 
of guidelines were meant for the design of 
consumer products to increase their 
accessibility to people with disabilities or aging 
[67], [68]. These guidelines are summarized in 
table 4. 
  The guidelines developed by Trace 
R&D are extensive and address many issues 
related to the usage of computer by both normal 
users and special need users, which include 
those with visually impairments, hearing 
impairments, physical impairments, 
cognitive/language impairments, seizure 
disclosure and multiple impairments. The 
description on section “output/displays” 
suggested some design options and idea to 
consider in ensuring the delivery of visual based 
output to the visually impaired by using audio 
and/or tactile.   
 
Table 4: Guidelines for More Accessible Design by 

Trace R&D [66] 
Section Description 

Output / 
Displays 

Includes all means of presenting 
information to the user: 
O_1 hear auditory output clearly 
enough 
O_2 not miss important 
information if they can’t hear 
O_3 have line of sight to visual 
output and reach printed output 
O_4 see visual output clearly 
enough 
O_5 not miss important 
information if they can’t see 
O_6 understand the output (visual, 
auditory, other) 
O_7 view the output display 
without triggering a seizure 

Input / Controls Includes keyboards and all other 
means of communicating to the 
device: 
I_1 reach the controls 
I_2 find the individual 
controls/keys if they can’t see them 

Section Description 
I_3 read the labels on the 
controls/keys 
I_4 determine the status/setting of 
the controls if they can’t see them 
I_5 physically operate controls and 
other input mechanisms 
I_6 understand how to operate 
controls and other input mechanism 
I_7 connect special alternative 
input devices 

Manipulations Includes all actions that must be 
directly performed by a person in 
concert with the device or for 
routine maintenance (Ex: inserting 
disk, loading tape, changing ink 
cartridge): 
M_1 physically insert and/or 
remove objects as required for 
operation 
M_2 physically handle and/or open 
the product 
M_3 remove, replace, or reposition 
often-used detachable parts 
M_4 understand how to carry out 
the manipulations necessary 

Documentation Primarily operating instructions: 
D_1 access the documentation 
D_2 understand the documentation 

Safety S_1 perceived hazard warnings 
S_2 use the product without injury 
due to unperceived hazards 

 
  The implementation of a screen design 
using simple layout, appropriate images, suitable 
font and color has also been stressed here. 
However, the usage of animation was not 
mentioned clearly in the guide. In overall, it gives 
good information for the designer yet in many 
instances the guideline indicated audio and tactile 
as alternative elements of each other rather than 
depicting then as co-existing elements. This 
portrays an impression that some of the design 
elements are not necessarily needed to be 
included in a design process and thus may lead to 
a situation whereby the information delivered to 
the affected group of users might not be 
complete. 
 
4.3 Nordic Guidelines for Computer 

Accessibility  
 
 Nordic Guidelines for computer 
accessibility were established in 1993 by Nordic 
Committee on Disability [69]. This included 
cooperation on disability, under the wings of 
Nordic Council of Ministers, a joined 
collaboration between Denmark, Finland, 
Iceland, Norway and Sweden [69]. The set of 
guidelines were generated based on the concept 
of “Design for all” which is also known as 
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“Universal Design”. The basic principles of 
Nordic approach maximize the accessibility of 
public systems and corporate systems to be 
accessible to the widest range of users [32], 
[69]. The guidelines are summarized in table 5.  
 Nordic guidelines do consider most of 
the problems faced by the special need users; 
however, the guide consists more of general 
advice on what to be included in an application 
design and hardware design. In fact, the 
guideline gives less focus on visually impaired 
users but more attention to physically impaired, 
sensory impaired, cognitive impaired, elderly 
people and temporary disabilities (broken arms, 
pregnant, no glasses, and so on) [70], [71].  
  
Table5. Guidelines on Computer Accessibility [69] 

Guideline Description 
Technical 
Platform 

Referring to the ability of system 
software and application software 
in supporting the basic features of 
accessibility such as customizable 
user interface, keyboard access to 
all features, output redundancy, 
system standards and compatibility 
with assistive device.   

System Unit Referring to the ability of hardware 
functions in supporting the 
assistive technology. 

Controls Referring to the ability of the 
controls (switches, etc.) on the 
hardware to be operated by the 
impaired users. 

Perception of 
alert messages 

Referring to the ability of any kind 
of messages such as alarms, 
warnings, status signals and error 
messages to be communicated to 
the impaired users.  

Keyboard Referring to the incorporation of 
ergonomic features on keyboard 
which satisfies all types of users.  

Pointing device Referring to the variations of 
pointing device available which 
satisfies all types of users.  

Perception of 
display  

Referring to the incorporation of 
ergonomic quality onto the display 
unit which satisfies all types of 
users. 

Printers Referring to the ability of a printer 
to be operated by all types of users. 

Requirements 
of persons with 
hearing 
impairments 

Referring to the reduction of noise 
emitted from equipment with 
electromagnetic characteristics and 
other devices such as hard disc or 
printers which could be irritating for 
the hearing-impaired users.  

Application 
Software 

Referring to the compliance of 
application software and web 
contents to the accessible 
guidelines. 

Documentation Referring to the On-line help and 
documentation to be written in the 
most convenient presentation that 
can be easily perceived by the 

Guideline Description 
impaired users. 

Security Referring to the available options 
for verification and validation 
process as part of safety precautions 
to be easily adapted by the impaired 
users.  

 
 The need to incorporate accessibility 
requirements related features were not classified 
as mandatory, recommended or even desirable in 
these guidelines [69]. Referring to table 5, 
“Application Software” covers on the importance 
of providing an accessible system for the visually 
impaired. It was suggested either to provide text 
alternatives for images, graphics and video or to 
generate text-only screen representing the 
graphics based screen to be available in parallel 
for the blind. Conversion of meaningful 
information should not be limited to only text 
based rather other elements such as usage of non-
speech audio and touch sensitivity should be 
considered as well. 
 The examples provided for good 
accessibility practices for the designers revolve 
around the importance of text in converting the 
meaningful information to the blind users. 
Moreover, audio and touch sensation has been 
mentioned as an assistive technology rather than 
an essential component which is to be a part of 
the design elements [69]. This leads the designers 
to falsely believe that the designing of an 
application highly depends on some of the design 
elements rather than all of the design elements. 
Thus, an accessible application may not be 
achievable for the blind users.  
 
4.4 Guidelines and Standards for Tactile 

Graphics  
  
 Guidelines and standards for tactile 
graphics were published by the Braille Authority 
of North America (BANA). It is a joint project 
between the Braille Authority of North America 
and the Canadian Braille Authority [72]. The 
main intention of this project is to ensure the 
tactile readers perceives the information 
presented in graphic format by enforcing some 
standardization on the representations of images, 
graphs, symbols and any others in the format of 
graphic [72], [73].  
 The principle behind this guideline is to 
apply the most appropriate and effective medium 
of representation on a graphic to produce the 
most meaningful output rather than an exact 
output [72], [73]. In other words, the 
reproduction of a graphic does not have to be an 
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exact representation, as the most important 
point is to present the meaning of a graphic 
which could be presented differently. The 
guidelines are summarized in the following 
table 6.  
  

Table 6.Guidelines and Standards for Tactile 
Graphics [72] 

Section Description 
Braille 
formats for 
tactile 
graphics 

Refers to the placement and order of 
the tactile graphics, headings, titles, 
numbered figures, print illusions, keys 
and legend, symbol placement, label 
placement, page numbering, special 
symbol page and graphic symbol page. 

Mathematica
l and 
scientific 
diagrams 

Refers to the representation of clocks, 
spinners, circle graphs, money, line 
formation, pictographs, counting 
symbols, thermometers, measurement 
tools, 2D and 3D drawings, Venn 
diagrams, tessellations, stem-and-leaf 
plots, orthographic drawings, ancient 
numeration systems and chemistry.  

Complex 
diagrams 

Refers to the representation of typical 
characteristics of complex diagrams, 
procedures, design techniques, 
biology, social studies, charts and 
graphic organizers.  

Orientation 
and Mobility 

Refers to the representations of 
various types of complex tactile maps.  

Tactile 
graphics 
supplements 

Refers to the representation of 
separate supplements containing all 
the tactile graphics which may exist in 
some circumstances.  

Quality 
control 

Refers to measurement techniques to 
be applied on a tactile conversion of a 
graphic.  

Graphics for 
early grades 

Refers to graphic representation to 
younger generation between 
kindergartens to grade 3.   

 
 A set of extensive guidelines on tactile 
graphics is a valuable resource for many; 
however, quite a number of these guidelines 
seem to end up creating further confusion 
among the readers [74]. In addition, the 
importance of these guidelines was directed to 
the reproduction of a graphic using only tactile 
element and the focus of the graphic was more 
towards mathematical and scientific images 
[74], [75]. It was highlighted that the inclusion 
of audio to work along tactile sensation is a 
useful addition. However, no further elaboration 
was provided in this context.   
 The guidelines benefit the tactile-
image producers much more compared to an 
application designer even though the practice 
has taken place sometime ago in HCI 
environment. Since the focus of BANA is only 
on usage of tactile for the visually impaired, the 
exclusion of the rest of the design elements in 

presenting an accessible computer application 
seems very apparent. BANA guidelines are 
complete within the scope of touch sensation. 
However, in the context of producing accessible 
applications, BANA might not be suitable to be 
considered as a complete guide for the designers. 
 
4.5 ISO Standards on Computer Accessibility 

 
 International Organization for 

Standardization is a body consisting of ISO 
technical committees who works closely with 
related commissions in establishing international 
standards [76]. These standards were established 
based on a compilation of W3C, Trace R&D, 
Nordic guidelines, Jakob Nielsen and many other 
findings [77]. There are many standards exist on 
accessibility of software, however here, the 
coverage will be given to ISO 9241 as the 
standard is the most recently revised [78]. 
Generally, ISO 9241 has many parts which are 
tied to ergonomics of human-system interaction. 
One of it will be ISO 9241-171 which consists of 
an in-depth guidance on software accessibility 
[79].  
 The intention of this standard is to allow 
maximum accessibility to be experienced by the 
impaired group of users [76], [79]. The range of 
users being covered are blind, deaf, hearing 
impaired, physical disability, elderly people, 
cognitive disability and sensory disability [76]. 
The standard take into account the usage of 
assistive technologies by the impaired users thus 
enforces the design of an accessible system must 
have the ability to be connected to the common 
assistive gadgets such as head-mounted pointing 
device, various level of magnification, screen 
readers and so on [76], [78]. 
 However, the standard failed to cover 
tactile and haptic interaction which have become 
increasingly popular among the blind users over 
the years [78]. As an addition to the standard of 
ISO 9241, another part which focuses on the 
tactile and haptic sensations was developed. ISO 
9241-920 was designed to focus on the guidance 
of tactile and haptic interactions [76], [78]. The 
guidance of ISO 9241-920 has been summarized 
in table 7. 
 

Table 7.Guidance on Haptic and Tactile [76] 
Area Description 

Applicability 
considerations for 
Tactile/Haptic 
interaction 

Refers to the considerations of 
effectiveness, efficiency, 
satisfaction, accessibility, 
safety and so on.  

Tactile/Haptic Refers to the application of 
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inputs, outputs, 
and/or 
combinations 

uni-modal and multi-modal 
concept in guiding the 
interaction styles, navigation 
information and so on. 

Attributes of 
tactile/haptic 
encoding of 
information 

Refers to the usage of an object 
properties, attributes involving 
patterns, texture, sensory, 
vibration and etc. 

Content-specific 
encoding (what to 
encode) 

Refers to the encoding and 
usage textual data, graphical 
data, subjective data and 
controls involving Braille, 
kinesthetic, landmarks, scales, 
size and spacing elements.  

Layout of 
tactile/haptic 
objects 

Refers to the manipulation of 
resolution, separation and 
consistency. 

Interactions Refers to the usage of 
interaction task and interaction 
techniques. 

   
 ISO 9241-171 and ISO 9241-920 
provide a wide coverage on development of an 
accessible system. Despite producing a 
thorough document for reference, the 
international standard seems to project a 
concept which looks at touch sensation as a 
non-important design element in designing an 
application due to the establishment of separate 
guidelines. The existence of two individual 
guidelines addressing the accessibility of a 
system gives an impression that touch sensation 
can be an optional element instead of an 
essential item which is supposed to be a part of 
guidance on the development of accessible 
software. These impressions were made as the 
earlier standard (ISO 9241-171) stresses the 
usage of all the multimedia design elements 
interchangeably in designing an application 
except for the usage of touch sensation drafted 
as separate guidelines. 
 
4.6 Computer Accessibility Guide by Others 

 
 A very recent finding [80] has 
suggested some good practices to be followed 
by the designer as an effort to acknowledge the 
requirements of the blind computer users. It was 
mentioned that the blind users tend to rely on 
screen readers which projects the synthetically 
produced voice or in some cases, the usage of 
touch sensation in perceiving information in a 
computer system. Table 8 shows the six good 
practices established in this article.  
  

 
 
 

Table 8.Good Practices for Computer Accessibility [80] 
Practices Description 

Provide descriptive 
alternatives of the 
entire diagram.  

Stresses on usable text or audio 
for diagrams However, it may be 
difficult to provide a good 
alternate text for complex 
diagrams thus usage of hyperlinks 
for multiple nodes on the diagram 
may help the blind users.  

In articulated 
diagrams, provide 
accessible names 
for direct 
exploration. 

Stresses on actual text 
representation instead of image of 
text or text label of a graphic for 
individual element that exist in a 
diagram. This is to serve the blind 
users’ need for direct exploration 
especially for a diagram with 
many semantic.  

In articulated 
diagrams, provide a 
meaningful reading 
sequence. 

Stresses on the ordering of the 
elements in a diagram to provide a 
meaningful navigational path for 
the blind (Ex: ordering of the city 
names when displaying a 
sightseeing information)  

In articulated 
diagrams, reflect 
content hierarchies 
in nested structure. 

Stresses on displaying content in 
the form of structures using list.  

Provide alternative 
encodings of 
graphic decision 
trees. 

Stresses on different 
representations for diagrams with 
processes such as flow charts. 
May use hypertext for every node, 
capturing of voice input and etc.  
 

Make articulated 
network diagrams 
navigable.  

Stresses on ensuring accessible 
nodes for network based diagram 
via keyboard navigation. Users 
must be able to go back and forth 
by just using up/down arrow 
button on the keyboard.  

 

  The conversion of image, graphics and 
diagrams using text or audio has been stressed in 
this study. Usage of text alternatives were 
suggested to include hyperlinks when complex 
diagrams or hierarchies are translated. The 
implementation of touch sensation was also 
suggested to depict the diagrams. The findings 
benefit the representation of map oriented 
diagrams to the blind users. The listed practices 
give options in terms of usage of audio, touch 
sensation, layout and text in representing a 
diagram. However, portraying these elements as 
optional may lead a designer to have a perception 
that some of these elements are considered 
important and some are not. 

 
4.7 Summary of Existing Computer 

Accessibility Guidelines and Standards 
in Context of Visually Impaired 

  
 Referring to table 9, the level of 
coverage explains the extent of importance and 
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the viewpoint of the standards and guidelines on 
multimedia design elements in the context of 
blind users. Most of the guidelines and 
standards do not emphasize much on the usage 
of touch sensation except for BANA’s 
guidelines which focus mainly on touch 
sensation. The rest of the guidelines and 
standards merely look at audio as a medium of 
translation of interface content through the 
usage of speech based audio. Less emphasis 
was made on the usage of non-speech audio or 
in mandating audio in delivering information to 
the blind.  
 Furthermore, text & color, interface 
layout and graphics have been stressed in many 
circumstances from the viewpoint of sighted 
users. The usage of animation was highlighted 
directly in some guidelines such as WCAG 2.0 
and ISO standards and has seen an indirect 
coverage in Nordic and in computer 
accessibility guide by others. The literature 
findings imply there is an empirical 
insufficiency in portraying the role of 
multimedia design element from the viewpoint 
of blind computer users. Perhaps this can be a 
good future research for the scholars.       
  

Table 9.Summary of Standards and Guidelines 
Relating to Computer Accessibility 

Standards 
/Guidelines 

Coverage Level 
(High to 
Medium)  

/ (Low to None) 

Findings 

WCAG 2.0 High – Medium: 
Text & Color, 
Interface Layout, 
Graphic, 
Animations, 
Audio 
 
Low – None: 
Touch Sensation 

Visual cues are 
translated using 
all multimedia 
design elements 
except for audio 
and touch 
sensations. Audio 
is seen as 
alternative text 
for video content 
(audio 
production). 

Accessibility 
guideline for 
people with 
disabilities/a
ging 

High – Medium: 
Text & Color, 
Interface Layout, 
Graphic, Audio  
 
Low – None: 
Animation, Touch 
Sensation 

Audio and 
Touch 
sensation has 
been portrayed 
as alternative 
elements of 
each other 
rather than co-
existing 
elements. 

Nordic 
Guidelines 
for computer 
Accessibility 

High – Medium: 
Text & Color, 
Graphics, Audio, 
Animation, 
Interface Layout  
 
Low – None: 

Covered all the 
design 
elements in 
translating the 
content of the 
web page. 
However, 

Standards 
/Guidelines 

Coverage Level 
(High to 
Medium)  

/ (Low to None) 

Findings 

Touch Sensation portrays the 
usage of touch 
sensation as an 
optional 
element.  

Guidelines & 
standards for 
tactile 
graphics 

High – Medium: 
Touch Sensation  
 
Low – None: 
Animation, 
Audio, Interface 
Layout, Graphic, 
Text & Color 

Main focus was 
on touch 
sensation 
element and on 
the usage of 
other elements 
in enhancing 
the conversion 
into touch 
sensation. 
Animation was 
not mentioned.  

ISO 9241-
171 & ISO 
9241-920 

High – Medium: 
Text & Color, 
Audio, Graphic, 
Interface Layout, 
Animation  
 
Low – None: 
Touch Sensation 

Maintained two 
different 
standards.  

Computer 
accessibility 
guide by 
others 

High – Medium: 
Text & Color, 
Graphics, Audio 
 
Low – None: 
Animation, Touch 
Sensation, 
Interface Layout 

Included all of 
the design 
elements 
however 
stressed more 
on graphic, text 
and audio 
element.  

 
  

5. REFLECTION ON CURRENT STATE-
OF-ART  

 
 In this section, a graphical representation 
of the design elements based on the past work 
and existing accessibility related standards and 
guidelines are presented. In here, the underlying 
concept on how the design elements are portrayed 
has been viewed and studied to show the current 
state of art. The past work as portrayed in table 2 
and existing accessibility related standards and 
guidelines as in table 9 have been used as a 
direction to understand on how the design 
elements are exhibited for illustration purpose. 
The concept of the design elements as projected 
by previous findings is represented in visual form 
as shown in figure 1. The model is designed to 
represent the gist of the current theoretical 
literature.  
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Figure 1.Reflection on Current State-of-Art 

 
 There are two groups in this model. 
The first group is known as the mandatory 
group, which consists of the design elements: 
(i) Text, (ii) Graphics, (iii) Interface Layout, 
(iv) Animation and (v) Color. The meaning of 
“mandatory” here shows that the elements in 
this group are essential in designing 
applications. These five design elements are 
interconnected to show that the past studies 
have worked on them interchangeably. The 
elements are arranged in a circular format with 
no variation in physical magnitude indicates 
that there are no empirical evidence found in 
literature to show significant differences in the 
roles of these design elements.  
 The second group in the model refers 
to optional groups which consist of two design 
elements; (i) Audio and (ii) Touch Sensation. 
The meaning of “optional” here shows that the 
items within this group are considered as not 
necessarily needed to be included in usual 
designing process. The “non-connected” 
relationship between these elements portrays 
that past work views these elements as 
substitutes of each other. For an example, if a 
screen reader has been used to present an output 
to the users, then touch sensation is not 
necessarily needed. This could be seen in real 
life situations, as the number of information 
converted using a screen reader is higher 
compared to the use of touch sensation in 
representing the same information.     
 Again, this state exists due to two 
situations: (i) existing accessibility related 
standards and guidelines documents audio and 
touch sensation as an optional element and (ii) 
very few researchers practiced the combination 
of audio and touch sensation as a solution for 
translating information to the blind. Even then, 
the solution is usually an “after development” 

remedy in the form of assistive technologies. 
Both situations fail to highlight the importance of 
providing a solution, which includes all the 
design elements as a complete solution to be 
implemented during the design stage of a 
computer application itself.         
 The element of audio has been placed on 
top position and shown significantly larger than 
touch sensation to indicate that most of the past 
studies have attempted to focus on relating audio 
in facilitating the blind user compared to the 
focus on touch sensation element. Lastly, note the 
two bars which connect the elements of the 
“mandatory” group and the elements of the 
“optional” group. These bars indicate the level of 
importance given for all the elements within their 
own group. The design elements within the 
“mandatory” group are considered to be more 
important in the process of designing an 
accessible computer application compared to the 
design elements in the “optional” group.   
 The dotted line which separates the 
mandatory group items and the optional group 
items is to indicate the “soft” separation between 
these design elements. These are due to many 
researchers viewing audio and touch sensation as 
a separate item rather than bundling them 
together with the rest of the design elements. In 
addition, audio and touch sensation have been 
seen in the form of screen reader and 
braille/tactile devices most of the time rather than 
focusing on the other characteristics which could 
deliver much more meaningful information to the 
blind users. 
 Figure 1 depicts the idea that forms in 
the mind of a designer when they read through 
the literature and refers to accessibility related 
standards and guidelines. An overall view shows 
that audio and touch sensation is seen as a 
separate element compared to text & color, 
interface layout, animation and graphics in most 
of the past studies. The illustration shows that the 
role of multimedia design elements is not 
specified in terms of their contribution and 
importance in context of visually impaired.  
 Therefore, it can be said a gap exist in 
the reflection on current state of art which could 
be a good prospect for future work. Some of the 
possible work that could be extended from here is 
to perform empirical study on the role of the 
multimedia design element in context of visually 
impaired, analyze the coexist multimedia design 
elements for visually impaired and sighted users 
in terms of merging the different roles and 
evaluating the behavioral components of visually 
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impaired which could influence the role of 
multimedia design elements.   

 

6. CONCLUSION 

 
 Visually impaired users face many 
challenges in accessing computer applications 
for personal as well as for work purpose. The 
main reason such obstacles surfaced are due to 
lack of awareness and knowledge among the 
designers in designing and developing an 
accessible computer application. The existing 
guidelines and past work related to accessibility 
of blind computer users did not really educate 
the designers on the role of design elements in 
designing applications. The contribution and 
importance of multimedia design elements in 
context of visually impaired are not portrayed 
clearly in current state of art thus leaving an 
uncertain knowledge to be acquired by the 
designers.      
 The role of multimedia design 
elements portrayed in past literatures as well as 
existing guidelines was represented visually for 
better understanding of the current state of art. 
The representation shows that text, color, 
animation, graphics and interface layout are 
seen as interrelating design elements in a design 
process while audio and touch sensation are 
viewed as independent elements which can be 
optional choices for a designer. The 
visualization of current state of art achieves the 
objective of the research to highlight the 
imperfection of the concept in illustrating the 
relation of design elements in the context of 
computer accessibility. This finding serves as 
an achievement in providing baseline 
information for scholars to extend the work as 
well as for policy makers to improve the 
guidelines.  
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