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ABSTRACT 

 

Automatic lip reading is one of research being developed lately. Automatic lip reading has been used 

for various purposes, such as enhancing speech recognition and aid to speech training for the deaf. 

There are two approaches in lip feature extraction, namely appearance based and shape based. 

Appearance based approach is usually better, because it provides visual features that cover not only 

lips structure but also teeth and tongue visibility. However, the drawback of this approach is producing 

too many features. This paper presents the new method, integration of frame difference and 

horizontal-vertical image projection. This proposed method is part of appearance approach, apart from 

using image projection as dimensionality reduction. We implement the proposed method in automatic 

lip reading to classify five daily words in Indonesian language. We use 200 data which are recorded in 

frontal face and focused around the lip. MLP (Multi Layer Perceptron) and SVM (Support Vector 

Machine) are used as classifiers. Model of the proposed method are evaluated using 4-fold 

cross-validation. Of four algorithms on the proposed method, the best result is achieved by the 

combination of folded lip image and double difference. The comparison of the proposed method and 

2D-DCT (2 Dimension–Discrete Cosine Transform) shows that the proposed method exceeds 2D-DCT 

in CA (Classification Accuracy) and AUC (Area Under ROC Curve), specifically when using MLP as 

classifier. The proposed method achieves 96.5% in CA and 0.9993 in AUC, whereas 2D-DCT achieves 

94% in CA and 0.9978 in AUC. 

Keywords: Lip Reading, Neural Network, Visual Speech Recognition, Appearance Based Approach, 

Indonesian Language 

 

1. INTRODUCTION 

Automatic lip reading is one of research being 

developed lately. Automatic lip reading has been 

used for various purposes, such as enhancing 

speech recognition [1], security systems [2], silent 

speech interface [3], and aid to speech training for 

the deaf [4]. Automatic lip reading has been studied 

in various languages, such as English [5], Korean 

[6], Persian [7], Dutch [8], Arabic [9], however it 

has not been widely studied in Indonesian 

language. 

Indonesian language is the national language 

which is made up of hundreds of languages spoken 

in the Indonesian archipelago. Indonesian is the 

official language used by almost 250 million people 

in 34 provinces of the Republic of Indonesia. 

Indonesia is the fourth most populous country in 

the world because of its large population, making 

Indonesian one of the most widely used language in 

the world [10]. 
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There are 26 alphabets in Indonesian alphabet 

system which is similar to Latin alphabet system. 

Meanwhile, the previous research found that there 

are 33 phonemes in Indonesian language including 

allophones, and 13 visemes (visual phonemes) [11]. 

Other researcher found that there are 49 phonemes 

and 12 visemes [10]. Differences in the number of 

phonemes occurs partly because their loan words 

from other languages, such as Arabic, English, or 

from the local dialect such as Javanese. Differences 

in the number of visemes partly because of  

differences in the definition of viseme in some 

literatures. 

Automatic lip reading consists of 3 principle 

stages, namely data acquisition, feature extraction 

and recognition. Because the characteristics of the 

lip color and movement, i.e. lip color is not always 

enough contrast with the surroundings, and the 

shape of the lips constantly changing during the 

process of reading lips [12], it requires the use of 

extraction methods suitable for both characteristics. 

Methods to represent visual features of lips on 

a video, based on space and time, can be classified 

into two categories [13], namely stationary based 

method and motion-based method. The first method 

will show a video which is divided into a series of 

image frames, technically feature extraction is 

operated on each frame. This method is called the 

method of static features. The second method’s 

features will be taken from the relative motion 

between the object and the observer, namely the 

distribution of speed which appears on the 

brightness patterns that exist in a series of images. 

In other words, information related to the 

composition of the observed object and the speed of 

change in the composition. 

The method of lip feature extraction can also 

be divided into two categories [14], namely the 

edge-based approach and model-based approach. 

Edge-based approach usually works at low level, 

using colors and edges to extract features of lip. 

The extraction will deteriorate when the lips and 

the surrounding lack of contrast. On the other hand, 

the model-based method, which was built with a set 

of parameters, usually produces better feature 

extraction. However, this method also has 

drawback, namely sensitive in initialization of 

parameters. This method includes Deformable 

Template, ASM (Active Shape Model) and ACM 

(Active Contour Model). 

Other perspective of feature extractions 

approaches that can be found in the literature have 

been classified according to the type of information 

source they process [15], namely shape based and 

appearance based. ASM and ACM are examples of 

shape based approach, whereas DFT (Discrete 

Fourier Transform) and DCT (Discrete Cosine 

Transform) are examples of appearance based one. 

Appearance based approach provides visual 

features that contain not only lip structure, but also 

about tongue and teeth visibility. The downside of 

this approach is producing a very large number of 

features. 

There is a simple method for lip segmentation 

and tracking effectively, namely frame difference, 

which is one of the techniques in the background 

subtraction method. This method is widely used in 

surveillance video and motion detection. The 

advantage of this methods is low in computation.  

Application of frame difference algorithm for 

automatic lip reading has studied by Lee et. al. [16]. 

In their research, frame difference is combined with 

PCA (Principal Component Analysis) and ICA 

(Independent Component Analysis) for lip feature 

extraction only, not word recognition. Moreover, 

important issue of the frame difference, namely 

selection of the threshold value, had not been 

widely discussed. 

This paper will discuss the use of the proposed 

method, combination of frame difference and 

horizontal-vertical image projection method for 

automatic lip reading, especially on people who 

speak Indonesian language. This method is part of 

appearance based approach, with image projection 

as dimensionality reduction.  

The proposed method has a small and simple 

calculation, therefore this method is very suitable to 

be applied in real time. In addition, input and output 

of this method are in integers, therefore it is very 

appropriate to be applied to a device of limited 

resources such as smartphone or microcontroller. 
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2. MATERIALS AND METHODS  

2.1. Materials 

In order to test our proposed method, we use 

video recorded from 10 volunteers, 5 men and 5 

women, with age distribution from 19 to 22 years. 

All video are in color and focused around subject’s 

mouth. In these video, all volunteers are recorded in 

frontal face. Each of volunteers says five simple 

words in Indonesian, which is widely used in daily 

life, i.e. “saya” (I), “mau” (want), “makan” (eat), 

“minum” (drink) and “mandi” (take a bath). Each 

word is repeated four times, therefore there are 200 

video data. The original frame size is 640x480 

pixels. Each volunteer is recorded in 0.75 seconds 

for each word, in 25 frames per second. Example of 

frame from each subject can be seen in Fig. 1. 

Figure 2 is example of sequence of lip images 

pronouncing “saya”. 

 

Figure 1. Examples Of Video Frames Of Each 

Subject 

 

 
Figure 2. Sequence Of Lip Images Pronouncing “Saya” 

 

2.2. Methods 

2.2.1. Frame Difference  

 There are many methods in motion detection, 

namely background subtraction, frame difference 

and optical flow. However, optical flow is 

computationally expensive, therefore it is difficult 

to use in real time application. Background 

subtraction also has drawback, i.e. highly sensitive 

to changes in lighting.  

The basic principle of frame difference method 

is calculating the difference value of the pixel’s 

intensity in the current frame and previous frame, 

which can be expressed by Eq. (1). 

����, �, �� 	 
1, |���, �, �� 
 ���, �, � 
 1�| � �0, |���, �, �� 
 ���, �, � 
 1�| � �    (1) 

Wherein dI(x,y,k) is a difference intensity value in 

pixel (x,y) at time k, I(x,y,k) and I(x,y,k-1) are 

intensity value in same pixel (x,y) at the current and 

previous time, T is the threshold value. Illustration 

of frame difference method can be seen in Fig. 3. 

 

 

 

 

 

 

 

Figure 3. Illustration of Frame Difference Method 

The determination of the proper threshold value 

is very important. If it is too low, it will cause too 

much noise. On the other hand, if it is too high, it 

will cause too few informational parts. It is to be 

noted that the determination of the threshold is not 

only for the results in the form of segmentation of  

moving object. The expected outcome is the 

recognition accuracy. Therefore, in this study the 

initial determination of the threshold value is based 

on the image of one frame, which then adjusted 

based on experiments with consideration on the 

results of recognition, not on the accuracy of 

segmentation for one frame only. 

Additionally, double difference [17] is an 

improved algorithm based on frame difference. It 

puts three consecutive frames as a group, subtracts 

both two consecutive frames (see Eq.(2) and 

Eq.(3)) and lets two differential results do the 

logical AND operation (see Eq.(4)). The algorithm 

can better obtain the moving objects’ region if the 

moving objects’ and frame rate are suitable. 

�����, �, �� 	 
1, |���, �, �� 
 ���, �, � 
 1�| � �0, |���, �, �� 
 ���, �, � 
 1�| � �   (2) 

�����, �, � 
 1� 	 
1, |���, �, � 
 1� 
 ���, �, � 
 2�| � �0, |���, �, � 
 1� 
 ���, �, � 
 2�| � �			(3) 

����, �, �� 	 
1, �����, �, �� ∩ �����, �, � 
 1� 	 10, �����, �, �� ∩ �����, �, � 
 1� 	 0  (4) 

Double difference has been applied successfully in 

removing the well-known drawback of frame 

difference, that is foreground aperture and ghosting. 

 

2.2.3. Horizontal-Vertical Image Projection  
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 Image projections are one-dimensional 

representations of image contents. Horizontal 

-vertical image projection is histogram over 

horizontal and vertical way of grayscale level. 

Horizontal-vertical image projection is defined in 

Eq. (5) and Eq. (6). 

�������� 	 ∑ ���, ������� � for	0 � �� � $ 
 1      (5) 

�%&����� 	 ∑ ����, ��'��� � for	0 � �� � ( 
 1      (6) 

The Phor and Pver are image projection in horizontal 

and vertical way respectively, I(x,y) is intensity 

value in pixel (x,y), M and N are width and height 

of image in pixel respectively. Each row and each 

column of image becomes a bin in the histogram. 

The stored count in a bin is the number of 1-pixels 

that appear in that row or column. This method can 

extract image features quickly and easily. This 

method has proven successful for Amazigh 

handwritten character recognition [18]. Illustration 

of this method can be seen in Fig. 4. 

 

 

 

 

 

 

 

 

 

 

 

Figure 4. Illustration Of Horizontal-Vertical Image Pro- 

Jection, (A) Result Of Frame Difference, (B) Horizontal 

Image Projection, (C) Vertical Image Projection 

2.2.4. Proposed Method 

 The basic steps for the proposed method are as 

follow : 

1) Convert video from RGB color space to 

grayscale  

2) Manually down sampling and cropping the 

image in each frame to get area around the lip, 

from 640x480 pixels into 27x18 pixels  

3) Apply frame difference, using specific 

threshold value. Initial experiment is done to 

get the best threshold value. 

4) Apply vertical and horizontal image projection, 

to extract the features of the lip image, which 

will be used as input of classifier. The results 

of feature extraction for each frame is (27+18) 

features, or (27+18)x19 features for each 

video.  

5) Apply word recognition using MLP (Multi 

Layer Perceptron) and SVM (Support Vector 

Machine) as classifiers.  

For MLP classifier, we use three layers, and the 

number of hidden units is varied to get the best 

result. We use sigmoid for activation function, and 

also regularization to prevent overfitting. For SVM 

classifier, the kernel is varied, namely linear, 

polynomial, RBF (Radial Basis Function) and 

sigmoid. We use automatic parameter search [19] to 

get optimum parameter for learning for each kernel 

To evaluate the model of the proposed method, 

we need a way to estimate the test risk. Because of 

limitation of the data, we use cross-validation [20] 

instead of classical approach, separate the data into 

training and testing part. In this research we use 

4-fold cross-validation. 

There are many ways to measure the 

performance of the classifier, such as accuracy and 

AUC. Some researchers prefer to use the AUC [21], 

because AUC is a better measure of accuracy based 

on formal definitions of discriminancy and 

consistency. On the other hand, some others choose 

accuracy, because it is more intuitive and easy to 

understand, especially when the number of data for 

each class of the same amount. For this study, we 

used the accuracy and AUC to get the benefits of 

both. 

First experiment for this proposed method is 

choosing the threshold value. We try several 

threshold value and evaluate the recognition result 

to find the best threshold value. Basic steps to find 

the best threshold value can be seen in Fig. 5. 

Based on the best threshold value, we conducted 

experiments using the proposed method. In 

comparison, we used double difference instead of 

frame difference.  

We also compare two kinds of lip images, 

namely full lip and folded lip images. Lip folding is 

based on the symmetry between left and right 

halves of the lips. Because of the characteristic, 

(a) 

(c) 

(b) 
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folded lip image should cover the major 

information, and there should be no distortion of 

information. Therefore, the data to be processed are 

reduced in half. Moreover, lip folding can reduce 

the impact of the illumination mismatch of the left 

and right lip region. Folded lip image had been 

studied for automatic lip reading on smartphone 

environment [22]
,
[23]. Overall experiments for the 

proposed method can be summarized as in Fig. 6. 

We compare the proposed method to 2D-DCT, 

the method of feature extraction often used for lip 

reading [24]
,
[25], to measure the performance of 

the proposed method. For our experiment, we took 

only the low frequency components of the first 16, 

25, and 36 coefficients in zigzag scanning from the 

left top corner. The last method is applied only on 

folded lip images, because this kind of image 

results better classification than full lip image. 

Experiment stages for feature extraction using 

2D-DCT can be seen in Fig. 7. 

 

3. RESULTS  

The initial threshold values are chosen 

manually, and then the classification accuracy are 

evaluated. The chosen values are: 1, 2, 3, 5, 10 and 

15. The result of this step is shown in Fig 8. The x 

axis indicates the threshold values, the y axis 

indicates the classification accuracy, and bars in 

several colors indicate the number of hidden unit in 

MLP. The best accuracy is achieved on threshold 

value 5, therefore the best threshold value is 5. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5. Basic Steps To Find The Best Threshold Value 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 6. Overall Experiment For The Proposed Method 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Experiment Stages Of Feature Extraction 

Using 2D-DCT 

 

 

 

Figure 8. Comparison Of Classification Accuracy For 

Several Threshold Values, Using MLP Classifier For 

Several Hidden Units 

 

Based on the best threshold value, we 

conducted several experiments which are 

summarized in Fig. 8. The result of overall 

experiments is shown in Fig. 9 to Fig. 12. Figure 9 

Converting to grayscale 

Cropping and down sampling 

Full lip image; Folding lip image 

Frame difference; Double difference 

Horizontal-vertical image projection

MLP;  SVM

Converting to grayscale 

Cropping and down sampling 

Frame difference for several 

threshold values seprately:  

1, 2, 3, 5, 10, 15 

MLP for some hidden units 

separately: 10, 20, 40, 60, 80, 100 

Horizontal-vertical image projection 

Converting to grayscale 

Cropping and down sampling 

Folded lip image 

DCT: 16, 25, 36 coefficients 

MLP; SVM 
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shows comparison of CA for the proposed method 

using MLP as classifier. Figure 10 shows 

comparison of CA for the proposed method using 

SVM as classifier. Figure 11 shows comparison of 

AUC for the proposed method using MLP as 

classifier. Comparison of AUC for the proposed 

method using SVM as classifier is shown in Fig. 12. 

Of four combinations of feature extraction method, 

i.e. (1) full lip image and frame difference, (2) 

folded lip image and frame difference, (3) full lip 

image and double difference, (4) folded lip image 

and double difference, the best CA and AUC is 

achieved by folded lip image and double difference. 

The exception occurs when using polynomial 

kernel for SVM as classifier. The polynomial kernel 

result is worse than the others. 

 

 

Figure 9. Comparison Of Classification Accuracy For 

The Proposed Method, Using MLP for Several Hidden 

Units 

 

Figure 10. Comparison Of Classification Accuracy For 

The Proposed Method, Using SVM for Several Kernels 

 

Figure 11. Comparison Of AUC For The Proposed 

Method, Using MLP As Classifier for Several Hidden 

Units 

 

Figure 12. Comparison Of AUC For The Proposed 

Method, Using SVM As Classifier For Several Kernels 

The comparison of the proposed method and 

2D-DCT shows the proposed method exceeds 

2D-DCT in CA and AUC, specifically when using 

MLP as classifier. The proposed method achieves 

96.5% in CA and 0.9993 in AUC, whereas 2D-DCT 

achieves 94% in CA and 0.9978 in AUC. This 

comparison is shown in Fig. 14 and Fig 15. 

Nevertheless, in Fig. 16 and Fig. 17, when using 

SVM as classifier, 2D-DCT using 25 coefficients 

slightly exceeds the proposed method. 

  

Figure 13. Comparison Of Classification Accuracy For 

Proposed Method And 2D-DCT, Using MLP As Classifier 
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Figure 14. Comparison Of AUC For Proposed Method And 

2D-DCT, Using MLP As Classifier 

 

Figure 15. Comparison Of Classification Accuracy For 

Proposed Method And 2D-DCT, Using SVM As Classifier 

 

Figure 16. Comparison Of AUC For Proposed Method 

And 2D-DCT, Using SVM As Classifier 

 

4. DISCUSSIONS  

The proposed method has a small calculation, 

that is: (1) absolute subtraction between two 

adjacent frames and apply the threshold value, (2) 

in each frame, summing the value of the pixel in 

rows and columns respectively. Because of the 

simple computation, this method is very suitable to 

be applied in real time. In addition, input and output 

methods are in integers, i.e. grayscale value (0 to 

255), binary, number of rows and columns, 

therefore it is very appropriate to be applied to a 

device of limited resources such as smartphones. 

However, the proposed method has limitations and 

assumptions, i.e. input of this method is simple 

words, which has two syllables with a maximum 

duration of 0.75 seconds. 

In this research, we used double difference 

instead of three-frame difference. Actually, double 

difference algorithm is similar to three-frame 

difference in processing three consecutive frames. 

However, double difference apply a threshold on 

the difference between the frame at time k and k-1 

and between the frame at time k-1 and k-2, then 

combining the results of both using AND logic [26]. 

Meanwhile, three-frame difference [27] operates 

threshold difference between the frame at time k 

and k-1 and between the frame at time k+1 and k, 

combining them with AND logic. In signal 

processing perspective, k+1 in input means input in 

the next sampling, therefore three-frame difference 

is designed to process recorded data, not in real 

time. 

The threshold value for frame difference and 

double difference is very sensitive. It is not about 

threshold value in one frame but for all frame in 

one video data. The value corresponds to speed of 

object and frame rate [28]. Applying adaptive 

threshold method is probably the best choice, but 

the calculation is very complicated, therefore not 

suitable for real time. Manually threshold 

determination may be the right choice, however can 

not apply in general case. Meanwhile, the methods 

for calculating optimum threshold have not been 

studied yet, because this research concentrate on the 

proposed method. 

In this study, when we used MLP as classifier, 

the more number of hidden unit is not linearly 

provides more accurate in the result. In Fig. 9, the 

10 hidden units are the best for two algorithms, but 

also the worst for two other ones. In Fig. 11, the 10 

is the worst for all algorithms. Although there is no 

linear relationship between the number of hidden 

units and the classification results, the difference 

was not significant. Of all the results of the 

classification accuracy, the worst is not less than 

90%. Therefore, the 10 is better, especially in the 

perspective of computational cost.  
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On the other hand, when we used SVM as 

classifier, for overall experiments using CA 

measurement (see Fig. 10), the best kernel is RBF. 

In Fig. 12, RBF kernel is the best for two algoritms, 

and sigmoid kernel is the best for two other ones. In 

both figures (Fig. 10 and Fig. 12), polynomial 

kernel is the worst for all algorithms, perhaps 

because the characteristics of the data does not 

correspond to the polynomial kernel or due to a 

failure in the kernel parameter optimization. 

To determine which classifier is better for this 

study, whether MLP or SVM, data in this research 

is too little. But if we still want to compare the both, 

especially for the best algorithm, combination of 

folded lip image and double difference, it appears 

that the MLP showed better results. In Fig, 9 and 

Fig. 10, all the results of the MLP is above 95%, 

while the highest SVM results only 95%. 

Meanwhile, in the Fig. 11 and Fig. 12, only one of 

the four results of the MLP is lower than 0.990, 

whereas three of the four results of the SVM are 

lower than that value. 

In this research, we used 2D-DCT to extract 

the feature and reduce the dimensionality, therefore 

we choose 16, 25 and 36 coefficients. This number 

is chosen in order to get the number of features 

around 32, because the proposed method results are 

32 features. Result of 36 coefficients is not better 

than 25 coefficients, but increases the number of 

feature and of course, the computational load. 

 

5. CONCLUSIONS 

This paper discusses the use of the proposed 

method, namely combination of frame difference 

method and horizontal-vertical image projection 

for automatic lip reading, in recognizing daily 

Indonesian words. This proposed method has low 

computation, also output in integer, therefore very 

suitable for use in real time using limited resources 

device like smartphone or microcontroller. 

The comparison of the proposed method and 

2D-DCT shows that the proposed methods exceed 

2D-DCT in CA and AUC, especially when using 

MLP as classifier. The proposed method achieves 

96.5% in CA and 0.9993 in AUC, whereas 

2D-DCT achieves 94% in CA and 0.9978 in AUC.  

Our future work in this area involves 

evaluating the proposed method on classifying 

more words, also using videos recorded outdoors. 

Other works include studying the use of adaptive 

or optimum method in determining the threshold 

value 
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