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ABSTRACT

In this article, a stochastic optimization technique called fuzzy particle swarm optimization (FPSO) is presented to determine an optimum set of microstrip antenna arrays excitation weights (amplitude and phase), the use of the fuzzy controller allows to dynamically adjust its parameters such as, the inertia weight and acceleration coefficients in order to produce an optimal pattern of the antenna array able to approach a desired pattern. Simulation results are proposed to compare with published results to verify the effectiveness of the suggest method for both linear and planar array.
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1. INTRODUCTION

The domain of wireless communication has witnessed an explosive growth in the last years, indeed the creation of new technologies which ensure the offered services and products to ever more the customer’s requirements [1]. For communications using electromagnetic waves propagation in the free space, the antenna is an essential element to ensure the information emission and reception. The microstrip antennas are designed to meet the requirements of this technological evolution, which also tends towards the miniaturization of electronic devices and telecommunications systems. Their small size, performance and flexibility make them particularly adaptable to mobile machinery (satellite, aircraft, boat) and their flexibility, enabling them to conform to any form of surface (flat or conformal), these antennas have proved their effectiveness and tend to replace conventional antennas definitely [2]. Their array association, which is thoroughly researched, also allows their performance to be improved, and to perform particular functions that are better suited to certain types of applications, such as: depointage, electronic scanning and rejection of jammers [3].

In this field, many analytical and numerical methods have been developed to try to synthesize a desired radiation pattern. Among these methods, we propose to solve the synthesis problem using methods based on the concept of particles swarm [4]. This algorithm (PSO) is an evolutionary algorithm based on the swarm intelligence [5], which can be used to solve complex global optimization problems. Currently, the algorithm and its variations are applied to many practical problems [6]. It has many outstanding advantages, such as fast convergence, simple computation and easy implementation.

Although, the basic version of PSO algorithm suffers from problems such as prematurity, limited searching scope and trend to converge to local extremes and similar to other evolution algorithms.

To surmount these problems, many researchers have employed methods to adapt PSO parameters, in order to adjust the parameters of the PSO algorithm, a fuzzy controller was designed. We present in this paper the synthesis of the complex radiation pattern of a linear and planar antenna array with probe feed by optimizing the amplitude and phase excitations. The desired radiation pattern is specified by a narrow beam pattern with a beam width of 8 degrees and maximum side lobe level of -20 dB pointed at 15°.

The proposed algorithm in this article permits to estimate the feed amplitude and phase variations of the radiating elements in order to get closer to the best of fixed radiation constraints (side lobe levels reduction and main lobe steering) or of a desired pattern. What is optimal combination of these
parameters so that the array meets the user requirements according to precise specifications?

2. THE PSO ALGORITHM

Particle swarm optimization (PSO) is a population based stochastic optimization technique developed by Kennedy and Eberhart [4,7]. It exhibits some evolutionary computation attributes:
- It is initialized with a population of random solutions.
- It searches for optima by updating generations.
- Updating is based on previous generations.

In PSO, the potential solutions, called particles, fly through the problem space by following the current optimum particles. The updates of the particles are accomplished according to the following equations. Equation (1) calculates a new velocity for each particle (potential solution) based on its previous velocity ($V_{id}$), the particle's location at which the best fitness has been achieved ($P_{id}$ or $P_{best}$) so far, and the best particle among the neighbors($P_{nd}$ or $G_{best}$) at which the best fitness has been achieved so far. Equation (2) updates each particle's position in the solution hyperspace. Where $\omega$ is the inertia weight, $R_1$ and $R_2$ are independently generated in the range [0, 1], and $C_1$, $C_2$ are acceleration coefficients.

$$V_{i_d} = \omega V_{i_d} + C_1 R_1 (P_{i_d} - X_{i_d}) + C_2 R_2 (P_{nd} - X_{i_d})$$  \hspace{1cm} (1)

$$X_{i_d} = X_{i_d} + V_{i_d}$$  \hspace{1cm} (2)

A basic PSO algorithm can be described as follows [8]:

**Step1:** Specify the parameters for the PSO.

**Step2:** Initialize population of particles having positions and velocities.

**Step3:** Calculate the fitness of each particle.

**Step4:** Until a stopping criterion is met, update the particle velocity according to equation (1), and the particle position according to equation (2).

**Step5:** At the end of the iterative process, the best solution is achieved.

3. FUZZY PARTICLE SWARM OPTIMIZATION ALGORITHM

The particle swarm optimization parameters namely, the inertia weight ($\omega$) as well as the acceleration coefficients ($C_1$ and $C_2$) can be adaptively adjusted according to the control information translated from fuzzy logic controller (FLC) during the search process, through an algorithm called a fuzzy particle swarm optimization(FPSO). This algorithm is intended to improve the performance of PSO; a fuzzy system will be employed to adjust the PSO parameters [9]. During the evolution of algorithm, it is noticeable that, when the best fitness is low at the end of the run in the optimization of a minimum function, low inertia weight and high acceleration coefficients are often preferred [11]. When the best fitness is stuck at one value for a long time, number of generations for unchanged best fitness is large. The system is often stuck at a local minimum, so the system should probably concentrate on exploiting rather than exploring. That is, the inertia weight should be increased and acceleration coefficients should be decreased. Based on this kind of knowledge, a fuzzy system is developed to adjust the inertia weight, and acceleration coefficients with best fitness (BF) and number of generations for unchanged best fitness (NG) as the input variables, and the inertia weight ($\omega$) and acceleration coefficients ($C_1$ and $C_2$) as output variables (Figure 1).

Figure 1: Structure of fuzzy controller

Where the range of BF and NG are [0, 1]. The value for $\omega$ is bounded between 0.2 and 1.2 and the values of $C_1$ and $C_2$ are bounded between 1.0 and 2.0 (Figure 3-5). The fuzzy particle swarm optimization algorithm (FPSO) progress is shown by the flowchart shown in (Figure 2).

The membership functions of inputs and outputs of FPSO model are shown in figures (3-5). The fuzzy system consists of four principal components (Figure 1) [11]: fuzzification, fuzzy rules, fuzzy reasoning and defuzzification, which are described as below:
Figure 2: Flowchart of fuzzy PSO algorithm

Each rule represents a mapping from the input space to the output space.

Figure 3: Membership functions of best fitness and number of generation for unchanged best fitness

Figure 4: Membership functions for acceleration coefficients

Figure 5: Membership functions for inertia weight

3.1 Fuzzification

Fuzzification is used to associate each of the real inputs, through the membership functions, a degree of membership for each fuzzy subsets defined on the entire speech. The purpose of the fuzzification is to transform the input variables to variables "Linguistic" or fuzzy variables. Thus, in this example, they will be qualified to Little (P), Medium (M) and Large (L).

3.2 Fuzzy rules

The Mamdani-type fuzzy rule is used to formulate the conditional statements that comprise fuzzy logic. The fuzzy rules in Tables 1, 2 and 3 are used to adjust the inertia weight ($\omega$) and acceleration coefficients ($C_1$ and $C_2$), respectively.

Table 1: Fuzzy rules for inertia weight ($\omega$).

<table>
<thead>
<tr>
<th>BF</th>
<th>NUMBER</th>
<th>GEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>PS</td>
<td>PB</td>
</tr>
<tr>
<td>PM</td>
<td>PM</td>
<td>PB</td>
</tr>
<tr>
<td>PB</td>
<td>PB</td>
<td>PB</td>
</tr>
<tr>
<td>PR</td>
<td>PB</td>
<td>PB</td>
</tr>
</tbody>
</table>
Table 2: Fuzzy rules for acceleration coefficient (C1).

<table>
<thead>
<tr>
<th>BF</th>
<th>NUMBER GEN</th>
<th>GEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>PB</td>
<td>PM</td>
</tr>
<tr>
<td>PM</td>
<td>PB</td>
<td>PM</td>
</tr>
<tr>
<td>PB</td>
<td>PM</td>
<td>PS</td>
</tr>
<tr>
<td>PR</td>
<td>PM</td>
<td>PM</td>
</tr>
</tbody>
</table>

Table 3: Fuzzy rules for acceleration coefficient (C2).

<table>
<thead>
<tr>
<th>BF</th>
<th>NUMBER GEN</th>
<th>GEN</th>
</tr>
</thead>
<tbody>
<tr>
<td>PS</td>
<td>PB</td>
<td>PM</td>
</tr>
<tr>
<td>PM</td>
<td>PB</td>
<td>PS</td>
</tr>
<tr>
<td>PB</td>
<td>PM</td>
<td>PS</td>
</tr>
<tr>
<td>PR</td>
<td>PS</td>
<td>PS</td>
</tr>
</tbody>
</table>

3.3 Fuzzy reasoning

The fuzzy control strategy is used to map from the given inputs to the outputs [10]. Mamdani’s fuzzy inference method is used in this study [12]. The AND operator is typically used to combine the membership values for each fired rule to generate the membership values for the fuzzy sets of output variables in the consequent part of the rule. Since there may be several rules fired in the rule sets, for some fuzzy sets of the output variables there may be different membership values obtained from different fired rules.

These output fuzzy sets are then aggregated into a single output fuzzy set by OR operator. That is to take the maximum value as the membership value of that fuzzy set.

3.4 Defuzzification

To obtain a deterministic control action, a defuzzification strategy is required. The method of centroid (center-of-sums) is used as shown below:

\[
y = \frac{\sum_{i=1}^{n} y \mu_{B_i}(y)d y}{\sum_{i=1}^{n} \mu_{B_i}(y)d y}
\]

(3)

Defuzzified value is directly acceptable values of \(\omega\), \(\text{C}_1\) and \(\text{C}_2\) parameters, where the input for the defuzzification process is a fuzzy set: \(\mu_{B}(y)\) (the aggregate output fuzzy set) and the output is a single number \(y\).

4. SIMULATION RESULTS

Many applications require radiation characteristics that may not be achievable by a single element. It may, however, be possible that an aggregate of radiating elements in an electrical and geometrical arrangement (an array) will result in the desired radiation characteristics. The arrangement of the array may be such that the radiation from the elements adds up to give a radiation maximum in a particular direction or directions, minimum in others, or otherwise as desired. Two typical examples of arrays are presented in this paper [1]:

4.1 Linear array

The array pattern can approach the desired template by adjusting the exciting current amplitude and phase shift of each element in a uniform linear array with \(N\) isotropic elements. From the antenna theories, the far field pattern of a uniform linear array is:

\[
F(\theta, \phi) = \frac{f(\theta, \phi)}{F_{\text{max}}} \sum_{i=1}^{N} a_i \exp[j(k_0 X_i \sin \theta \cos \phi + \psi_i)]
\]

(4)

Where

\(f(\theta, \phi)\) is the radiation pattern,
\(N\) is the number of elements,
\(k_0\): wave number \(k_0 = 2\pi/\lambda\), \(\theta\): angular direction,
\(a_i, \psi_i\): amplitude and phase of the complex excitation power.

The numerical results reported in this section were obtained by the implementation of the both algorithms, FPSO and PSO for the synthesis of uniformly spaced linear array constituted with 16 rectangular microstrip antennas (Figure 6).

Figure 6: Linear antenna array

In the example of simulation introduced, the excitation weights (amplitudes and phases) are optimized to produce a desired radiation pattern specified by a symmetrical narrow beam pattern with a beam width of 8 degrees and maximum side lobe level of -20dB. The simulation parameters are selected for PSO: the inertia weight equal to 0.7 and acceleration coefficients \(\text{C}_1\) and \(\text{C}_2\) equal to 1.48, which is analogous to Clerc’s setting [5].
However in FPSO, these parameters are adjusting by the fuzzy logic controller (FLC), with a population size equal to 30 individuals. Figure 7 shows the radiation patterns of linear antenna array synthesis by the optimization of amplitude and phase excitation coefficients using the both of FPSO and PSO for scanning angle of 15 degrees. From this figure, it is clearly seen that the radiation pattern acquired by FPSO meets better the desired pattern than the obtained by the PSO. The maximum side lobe level obtained of the FPSO pattern is -31.85 dB, whereas that of PSO is -22.19 dB (Figure 7).

We have chosen a suitable fitness functions that can guide the FPSO and PSO optimization toward a solution that meets the desired radiation pattern. The fitness function to be minimized is selected from the work of Chuan Lin [13] which is described by the equation below:

\[
    f(\rho) = \text{Max}_{\theta \in S} \frac{A_{\rho}^2(\theta)}{A_{\rho}^2(\theta_0)}
\]

Where S is the space spanned by the angle \( \theta \) excluding the main lobe and \( \rho \) represents the unknown parameter vector, such as element positions and phases. This objective function minimizes all the side lobe levels and maximizes the power in the main lobe located at \( \theta = \theta_0 \).

From figure 8, the approached speed of the global optimal of FPSO is much quickly than that of PSO, and the fitness values of the best individuals of FPSO are almost lower than that of PSO in every population.
The adjustment of the inertia weight and acceleration coefficients during the evolution process of the two algorithms (FPSO and PSO) are illustrated in figures (10-12).

4.2 Planar array

For a linear array, the synthesis is reduced to check the feed law on an axis, of number of elements fixed in advance, while in a planar array, the research synthesis’s are consisted of the complex weighting of the sources power supply in a plan [15]. This generalization of the planar array (Figure 13) is considered by replacing the direction θ by the pair of directions (θ, φ). Let us consider a planar antenna array constituted of MxN equally spaced rectangular antenna arranged in a regular rectangular array in the x-y plane, with an inter-element spacing of d=dx=dy=λ/2 (Figure 13), and whose outputs are added together to provided a single output.

Mathematically, the normalized array far-field pattern is given by:

\[ F_i(\theta, \phi) = \frac{f(\theta, \phi)}{E_{\max}} \sum_{n=1}^{M} \sum_{m=1}^{N} \exp\left(j(m-1)k_0 \sin \theta \cos \phi dx + j\psi_{mn}\right) \]

where:

- \( f(\theta, \phi) \): Represents the radiation pattern of an element.
- \( I_{mn} \): Amplitude coefficient at element (m, n).
- \( \psi_{mn} \): Phase coefficient at element (m, n).
- \( k_0 \): Wave number.

The FPSO algorithm is able to model and to optimize the antennas arrays, by acting on radioelectric parameters of the feed law (amplitude and/or phase) of the radiating sources.

In that the synthesis of uniformly spaced planar array of 4x4 rectangular patch antennas is presented.

In our simulation, we have used the same parameters used in the linear array. The FPSO and PSO techniques are applied to sixteen (4x4) planar antenna array elements to produce radiation patterns shown in figure 14. Their type is rectangular microstrip antennas with 0.906 cm width and 1.186 cm long working at the frequency of 10 GHz.

From this figure (figure 14), it is noticed that the radiation pattern are contained within the limits imposed by the template and the maximum of side lobes level is lower than -20 dB in such way that the FPSO is better than PSO and reaches them respectively - 33.69 dB and -21.3 dB.
5. COMPARATIVE STUDY

To validate the capability and flexibility of the proposed method for synthesis of patterns arrays, two illustrative examples of simulation of microstrip antenna array have been considered. In the first example, the proposed technique FPSO is compared to GA [15] and PSO [16].

For the particle swarm optimization PSO, the acceleration coefficients $C_1 = C_2 = 1$ and the
inertia weight \( \omega = 0.3 \). For the genetic algorithm GA, the crossover probability \( P_c = 1 \) and the mutation probability \( P_m = 0.01 \).

Figure 20 shows the synthesis results of 16 linear antenna array with half wave length spacing obtained by the application of FPSO, GA and PSO, from this figure, the maximum side lobe level obtained by FPSO (-37.99 dB) is lower than GA(-20 dB) and PSO (-25.88 dB).

In the second example, 36 elements (6×6) are synthesized by FPSO compared also with GA [17] and PSO [18]. From results given by figure 21, it is clear that the proposed technique pattern achieve a maximum side lobe level of (-36.43 dB), as for the both technique GA and PSO set a maximum side lobe level of (-20.56 dB) and (-22.82 dB) respectively.

Simulation results of this comparative study are given to show the effectiveness and the consistency of the FPSO algorithm by the tuning of its parameters in order to search for the optimum amplitude and phase excitation weights to minimize maximum side lobe level and steer the pattern main lobe in a desired direction (15, 20 and 40 degrees). Moreover, it can be noticed that FPSO is more robust than GA, since it has presented to avoid entrapment in local optima and improve the convergence speed and the accuracy in the array synthesis.

In this comparative study between the proposed algorithm and both algorithms PSO and GA published in the literature, we took the same parameters for the three algorithms except that with the proposed algorithm, the parameters are not fixed and are readjusted by the fuzzy controller during optimization process. This adjustement of the parameters provides a good solution accuracy with a reasonable number of the fitness evaluation and efficient result compared to the results found by the two published algorithms.

6. CONCLUSION

The synthesis of antenna array with a specific radiation pattern, limited by several constraints, is highly a non linear optimization problem. Many evolutionary methods have been proposed for its solutions, one of these techniques includes the well-know particle swarm optimization (PSO) method. It is easy to implement, but it suffers from premature convergence and trapping in local minimum. For these reasons, a fuzzy logic controller has been implemented to adjust the control parameters on-line to dynamically adapt the PSO parameters to new situations. So the FPSO has been built for inducing exploitation/exploration relationships that avoid premature convergence problem and improve the final results by optimizing the parameters controlling the PSO like inertia weight and acceleration coefficients depending on the algorithm population. The simulation results demonstrate the good agreement between the synthesized pattern and the desired one obtained in case of FPSO than those while using PSO.

Although the FPSO generates good solutions in term of computing time and the quality of solutions but it easily suffers from the low convergence, the weak local search ability and the partial optimism, which causes the less exact at the regulation of the speed and direction of the particles.
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