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ABSTRACT

In the global world, data processing will have a key role for an organization in winning a competition because it will produce the useful information. The mathematical modeling in practice must be able to answer the challenging of information needed by users such as object classification. Many researchers from the various field of study have implementation and development the methods of classification in the real world. The popular classification methods are logistic regression and Support Vector Machine (SVM). This paper will investigate comparison in performance of both methods fairly using to actions, three types background of the data set and transformation to categorial scale for all predictor variables. The performance of both methods will be evaluated using Apparent Error Rate (Aper) and Press’Q statistic. Before modeling process, we divided each data set to become training data that have 80% part of data set and the remain as testing data. In this paper, we successfully show that the SVM has the performance of classification better than logistic regression not only in both training and testing data but also in three difference types and background of data set.

Keywords: Aper, classification, logistic Regression, SVM

1. INTRODUCTION

Classification is a technique used to know or estimate a class or a category of an object based on the attributes or characteristics of the object. Classification can be applied to several fields including health, banking, industry and even trade. Usually, classification is used as a tool for decision making on complex issues and large data. Some examples of classification techniques are Naïve Bayes, Decision Tree-based Methods, Rule-based Methods, Support Vector Machine (SVM), Neural Network, K-Nearest Neighbor (KNN), and statistical classification such as logistic regression. The performance of logistic regression as classification method has evaluated by many researchers.

James and Wilson [1] had Compared logistic regression and discriminant analyses to classify breast cancer and to classify population changes across the state in U.S. Dreiseitl and Ohno-Machado [2] have evaluated the classification performance of logistic regression compared to artificial neural networks. The recent application of logistic regression and some advanced methods in statistics such as multiple adaptive regression splines, regression trees, and maximum entropy methods were used to mapping landslide susceptibility [3]. Maulidya [4] compared the discriminant analysis and logistic regression in the classification of shopping places in the Sidoarjo region using nine predictor variables that are categorical. Based on the results in [1-4], the logistic regression method performs very well for the classification of objects.

At the beginning, SVM was introduced for pattern recognition in data mining [5], then developed to derive a model relationship between input and output variables [6], and Herbrich, et.al [7] implements SVM for ordinal regression modeling. Hastie and Tibshirani [8] use the SVM model for labeling or class on objects based on the pair of input and output attributes, and then known as object classification. In subsequent developments, the use of kernel methods to generate learning processes in SVM is effective and optimal performed by Schölkopf and Smola [9]. Furthermore, the SVM implementation in sampling selection for rating purposes by Yu, H [10]. Based on the results of the above research, SVM has a
very good performance for object classification. This is also supported by results reported by Akbar [11] in classifying a person’s risk of a stroke.

In the real world very often encountered problems that can be solved by classification. Some of these are the level detection of a person’s stroke risk based on five numerical predictor variables: Age, Total Cholesterol (TC), High Density Lipoprotein (HDL), Low Density Lipoprotein (LDL), and triglyceride using SVM [11], as previously mentioned that in this study SVM has a satisfactory performance. In other hands, Maulidiya [4] compared the discriminant analysis and logistic regression in the classification of shopping places in the Sidoarjo region, Indonesia using nine categorical predictor variables. The performance of logistic regression is better than discriminant analysis. While Utama [12] analyzed the factors influencing the crediting approval based on six attributes which are a mix of numerical and categorical variables using regression analysis.

Based on three diverse characteristics of data set above, this paper investigates to show which is the better method of classification between logistic regression and SVM. We try to compare the performance of both methods fairly. Because we try to treat both methods in the following two actions. First, the two methods applied to a balanced data set mean the first data set in favor of the logistic regression, the second dataset in favor of SVM, and the third data set as the neutral party. Second, in the process of modeling, all the predictor variable scales are transformed into categorical. Furthermore, the logistic regression and SVM performance for object classification on all three datasets be evaluated by Apparent error rate (Aper) and press Q statistics.

2. LITERATURE REVIEW

2.1 Logistic Regression

Logistic regression analysis is one kind of regression analysis which response variable is categorical and predictor variables are either categorical or numerical. If the response variable consists of two categories called binary logistic regression. Whereas, if the response variable consists of more than two categories and the category is a level called ordinal logistic regression. The probability model between predictor variables $X_{i1}, X_{i2}, ..., X_{in}$ with response variables ($\pi$) is as follows [13]:

$$P(Y = r|X_i) = \frac{\exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}{1 + \exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}$$

(1)

where,

- $P(Y = r|X_i)$: the probability a response value $x_i$
- $X_{ij}$: predictor $j^{th}$
- $p$: the number of the predictor variable
- $\beta_0$: an intercept
- $\beta_1, \beta_2, ..., \beta_p$: the regression coefficient each predictor variable
- $r$: $1, 2, ..., n$.

An ordinal logistic regression is one of the methods used to determine the relationship between predictor variables and response variable which consist of more than two categories levels. In the ordinal regression the logit model used was the cumulative logit model. The cumulative probability of the ordinal logistic regression of the $k^{th}$ categories as follows:

$$F(Y \leq r | x_i) = \frac{\exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}{1 + \exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}$$

(3)

The logit transformation of equation (3) as follows:

$$\logit\{F(Y \leq r | x_i)\} = \beta_0 + \sum_{j=1}^{p} \beta_j X_{ij}$$

Because the ordinal logistic regression model uses cumulative probability, the probability model for each category can be expressed as follows:

$$P(Y = r | x_i) = \frac{\exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}{1 + \exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}$$

$$P(Y = 1 | x_i) = \pi_1(x_i) = \frac{\exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}{1 + \exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}$$

$$P(Y = 2 | x_i) = \pi_2(x_i) = \frac{\exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}{1 + \exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}$$

$$P(Y = k | x_i) = \pi_k(x_i) = \frac{\exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}{1 + \exp(\beta_0 + \sum_{j=1}^{p} \beta_j X_{ij})}$$
In the approach of using logistic regression, to predict the class is done by calculating the probability. The classification derived from the binary response variable is done by determining the point value of the cut. The cutting point that can be used is 0.5. Classification based on the logistic regression analysis approach using the probability model with the following conditions:

\[ P(Y = 1 | x) = \frac{\exp(\beta_0 + \sum \beta_j x_j)}{1 + \exp(\beta_0 + \sum \beta_j x_j)} \]

If the probability yielded from the model is less than 0.5 then the predicted result is category 0, while the probability of the model is greater than or equal to 0.5 then the predicted result is category 1. According to Bishop [14], as in binary classification problem, in the case of multiclass classification (response variables more than two) is done by calculating the probability of each category so that the determination of parameter values in the logistic regression model is important. Because it is related to the probability obtained.

\[ \text{category} = \begin{cases} 0, & \pi(x) < 0.5 \\ 1, & \pi(x) \geq 0.5 \end{cases} \]

In the case of multiclass, the prediction of category or class is based on the value of the probability. The category determination is based on the greatest value of the probabilities of each category. If category 1 has the greatest probability value among the other two categories then the class prediction is category 1, and so on.

2.2 Support Vector Machine (SVM)

Hastie and Tibshirani [9] said that SVM was a method to make predictions in both classification and regression cases. This method works to find the optimal separator function (hyperplane) that can separate datasets become two different classes or categories. The separator function is defined as follows:

\[ f(x) = w^T x + b \] (4)

Where w represents the weight vector and b is the bias. The hyperplane is a linear separator that divides space into two parts which can separate data set by maximizing margins.

Finding of the best hyperplane done by maximizing the margin or the distance between two objects from different classes. The SVM optimization problem formulation in the linearly separable case stated as follows:

Goal function = \[ \text{argmin} \left( \frac{1}{2} ||w||^2 \right) \] (5)

Constraint : \[ y_i(w^T x_i + b) \geq 1 \]

In general, cases of separable rarely satisfied, so the problem of classification that was often encountered, it was the nonseparable case. In the case of nonseparable, the optimization margin was done by minimizing the classification error expressed by the slack variable denoted as \( \xi \) or so-called soft margin hyperplane. The formulation of this optimization problem can be written as follows:

Goal function = \[ \text{argmin} \left( \frac{1}{2} ||w||^2 + C \sum \xi_i \right) \] (6)

Constraint : \[ y_i(w^T x_i + b) \geq 1 - \xi_i \]

Where C is the coefficient determining the magnitude of the penalty due to misclassification. The optimizing of the \( C \sum \xi_i \) means minimizing error in training data. The optimization problem in equation (6) can be solved by Quadratic Programming solution using Lagrange Multiplier. The equation (6) was used to minimize slack variables which are the result of another form of degradation called primal Lagrange which can be written as follows:

\[ L(w, b, \alpha) = \frac{1}{2} ||w||^2 + C \sum \xi_i - \sum_{i=1}^{n} \alpha_i \left( y_i (w^T x_i + b) - 1 + \xi_i \right) - \sum_{i=1}^{n} \alpha_i \xi_i \] (7)

Where,

- \( W \) : support vector weight
- \( C \) : Coefficients that determine the magnitude of penalties due to misclassification
- \( \alpha_i \) : Langrange multiplier

To obtain the optimum solution equation (7) must be minimized to both the variables w and b, and then be maximized to the variable \( \alpha \). The equation (7) can be solved if it meets certain conditions. Karush-Kuhn-Tucker (KKT) condition was a way of optimization in nonlinear programming by fulfilling several conditions. The KKT approach
uses a nonlinear inequality for generalizing Lagrange multipliers by using ordinary differential equations [5]. Here are primal KKT conditions used to calculate alpha values:

\[
\frac{\partial L}{\partial \alpha_i} = 0 \quad \Rightarrow \quad w_i = \sum_{j=0}^{K} \alpha_j \gamma_{ij} K(x_i, x_j) 
\]

(8)

(9)

(10)

Through the substitution of the KKT condition in equation (10) be obtained the dual form as follows:

Goal function:

\[
\max \ L_D = \sum \left( \alpha_i - \frac{1}{C} \sum_j \alpha_j y_{ij} \right) + \frac{1}{2} \sum_i \sum_j \alpha_i \alpha_j y_{ij} K(x_i, x_j)
\]

Constraint : \[ 0 \leq \alpha_i \leq C, \sum \alpha_i y_{ij} = 0 \] (11)

Where C is the parameter that determines the magnitude of the penalty in the form of positive numbers. Then we get the optimum both Lagrange multiplier value and weight vector can be calculated with the formula as follows:

\[
w = \sum \alpha_i y_i K(x_i, x) \]

(12)

While the formula used to calculate the bias is as follows:

\[
b = \frac{1}{2 \sigma^2} \sum \alpha_i y_i K(x_i, x) \]

Where \#SV is the number of support vectors with \[ 0 \leq \alpha_i \leq C \]. To predict the data class can use the formula as follows:

\[
D(x) = \sum \left( \alpha_i y_i K(x_i, x) \right) + b
\]

and we use the radial basis function kernel:

\[
k(x, x_i) = \exp(-\gamma ||x - x_i||^2), \gamma > 0
\]

2.3 Statistic Press’Q and Apparent Error Rate (APER)

Statistic Press’Q was a measure used to determine stability in classification. The statistical formulas of the Press’Q test is as follows:

\[
\frac{(n_{11} - n_{22})^2}{N(K-1)}
\]

(13)

where:

\[\text{number of object classified well}\]

\[\text{cluster number}\]

The classification performed can be said to be consistent or stable if the statistical value of the Press’Q test is worth greater than the critical point of Chi-square with the degrees of freedom one [15]. In addition to the Press’Q test, to know the exactness of the classification can calculate the APER (Apparent Error Rate). The value of APER is a proportion of the number of misclassified individuals. Thus, the method with the smallest APER value is a method of having a large degree of classification accuracy [9].

\[
\text{APER} = \frac{n_{12} + n_{21}}{n_{11} + n_{22} + n_{12} + n_{21}} \times 100\%
\]

(14)

Where,

\[n_{11}\text{ and } n_{22}\] : the right classification

\[n_{12}\text{ and } n_{21}\] : the wrong classification.

3. DATA AND METHOD

3.1 Data Set

In this paper, We use three different types of the dataset used to evaluate the performance both SVM and logistic regression. Those data set have diverse characteristic in the type of predictor variable and also in a number of the predictor. A summary of the dataset is given follows:

The first dataset came from Akbar [11] and had 200 records. The response variable is the stroke risk which classify to biner category. The predictor influenced to the response consist of five variables. They are X1(age), X2(Total Cholesterol/ TC), X3(High Density Lipoprotein / HDL), X4(Low Density Lipoprotein / LDL), and X5 (Triglyceride). All of the predictor variables have a continous scale of measurement.

The second dataset was taken from Maulidya [4]. The response variable is the type of shopping place in Sidoarjo, East Java, Indonesia. The place is categorized into either a traditional market or modern market. The type of predictor variables are mixed of the categorical and the numerical variables. They consist of X1(Age), X2(Sex), X3(Education), X4(Work), X5(Revenue), X6(Products), X7(Price), X8(Promotion), and X9(Location). The number of observation of the second dataset are 100 records.
The last dataset has characteristic that the type of predictor variables are yielded from transformation numerical into categorical. The response variable is the credit approval decision which either the credit accepted or the credit rejected. they are six predictor variables respectively; X1 (Long of Education), X2 (The number of dependents of the family), X3 (running Business long), X4 (Operating profit), X5 (Amount of loan ), X6 (many months of Loan term. This data was taken from Utams [12] and had 89 records.

We set three different predictor types of data set above to find more extended information of performance both logistic regression and SVM. Besides, to make another view point of research stress.

3.2 Method Analyses

In order to reasonably compare the performance of the two methods, the logistic regression model used in performance comparison is the best logistic regression model that is the model that has satisfied the assumptions in conventional statistical modeling. The analysis procedure in this research is as follows:

1. Prepare the data by dividing data into two parts namely training data and testing data, this division is done randomly. Apart 75% of the data is used as training data and the remain of data is used as a testing data.
2. Transform some predictor variables to meet the criteria of characteristics each dataset.
3. Classify using logistic regression with the following procedures: i). Examination of assumptions Multicollinearity, ii). Establish a logistics model, iii). Testing the significance of parameters simultaneously and partially, iv). Classify according to the model that has been formed, v). Perform classification accuracy calculation with APER indicator and Press’Q test.
5. Understand the results.

6. Compare the accuracy of classification on logistic regression and SVM.

4. MAIN RESULTS

4.1 Logistic Regression Modeling

After the multicollinearity test is done between the predictor variables on each dataset and overcome if it occurs. Logistic regression modeling was performed between response variables and predictor variables that did not have multicollinearity, then parameter estimation of logistic regression coefficient was done. Partial significance testing of parameters was done to exclude one by one the least significant predictor variables. Next re-modeled the other predictor variables with the response variable, to get the final model is the model with all significant predictor variables. The parameter estimation results from the three datasets for all significant coefficients are presented in the following table:

Table 1: The Estimated Values of the Logistic Legression Parametes for the First dataset

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimates</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intersep 1</td>
<td>1.33</td>
<td>0.000</td>
</tr>
<tr>
<td>Intersep 2</td>
<td>3.59</td>
<td>0.000</td>
</tr>
<tr>
<td>X2</td>
<td>High</td>
<td>1.22</td>
</tr>
<tr>
<td>X5</td>
<td>High</td>
<td>19.25</td>
</tr>
<tr>
<td>X5</td>
<td>Very high</td>
<td>18.97</td>
</tr>
</tbody>
</table>

Based on table 1 above, there are only two predictor variables that have a significant effect on the risk of stroke. Both predictors are X2 and X5. The logistic regression model with significant predictor variables can be written as follows:

\[ g(x) = 1.327 + 1.223X_2 + 1.014X_5 + 19.247X_5 \]

Table 2: The Estimated Values of the Logistic Legression Parametes for the Second dataset

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimates</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intersep</td>
<td>-11.39</td>
<td>0.000</td>
</tr>
<tr>
<td>X9</td>
<td>1.23</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Based on table 2, there is only one predictor X9 which significantly affect the location where to shop in Sidoarjo, East Java Indonesia. The other eight predictor variables do not fit into the model. It
is unfortunate that the majority of the variables suspected to affect the response are not supported by empirical evidence. The logistic regression model with significant predictor variables can be written as follows:

$$g(x) = -11.3997 + 1.2297x_3 - 8.8210^{-8}x_5$$

Table 3: The Estimated Values of the Logistic Regression Parameters for the third dataset

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Estimates</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-11.89</td>
<td>0.000</td>
</tr>
<tr>
<td>X3</td>
<td>1.856</td>
<td>0.003</td>
</tr>
<tr>
<td>X4</td>
<td>$1.241 \times 10^{-5}$</td>
<td>0.003</td>
</tr>
<tr>
<td>X5</td>
<td>$-8.82 \times 10^{-8}$</td>
<td>0.039</td>
</tr>
</tbody>
</table>

Based on the above results in the third dataset, there are three predictors that have a significant effect on the acceptance or rejection of credit application. The variables X3 and X4 have positive coefficients that show the two variables contribute significantly to the probability value of receiving a loan application. While the variable X5 has a negative coefficient which means that the contribution of the variable is relatively small in increasing the probability of receiving the loan application. Logistic regression models with significant predictor variables can be written as follows:

$$g(x) = -11.89 + 1.856x_3 + 1.241 \times 10^{-5}x_4 - 8.82 \times 10^{-8}x_5$$

4.2. Modeling SVM

There are two main processes in SVM modeling that are both modeling stage and model implementation stage. Model formation uses data training which includes the steps: a). Normalization of data, b). Mapping input to feature space, c). Estimating kernel function parameters, d). Calculating the Lagrange multiplier value, e). Calculating the bias value. In the implementation phase is done by entering the data testing into the SVM model that has been obtained.

a. Input Data Normalization

Normalization is done by changing the scale of attribute values in the range [0,1]. We have

The first step to normalization is to determine the maximum and minimum values of each attribute of the input data. Suppose that we have both the maximum and minimum values for the attributes of ages are 95 and 23 years respectively. Then we want to change the scale of the attribute age value at the first observation that is 44 years, the calculation is done in the following way:

$$x_{11} = \frac{x_{11} - \min(x)}{\max(x) - \min(x)}$$

The age attribute value at first observation was changed to 0.29167. The same way is done to change all observed values of all other attributes.

b. Mapping Input Data Into Feature Space

Mapping input data into feature space is the most important in solving modeling cases in SVM. To map the data into the feature space is done with the help of the kernel function so that the selection of kernel function parameters is very important. The kernel function used in this paper is Radial Basis Function.

c. Estimating Kernel function parameters

Estimation the kernel function parameters are done by gridsearch method. In this method we will try some initial values for the parameter. Here is the initial range of kernel function parameters Radial Basis Function:

Table 4: The Initial Value Range of Kernel Function Parameters

<table>
<thead>
<tr>
<th>Bound</th>
<th>Cost</th>
<th>γ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower Bound</td>
<td>$2^{-7}$</td>
<td>$2^{-4}$</td>
</tr>
<tr>
<td>Upper Bound</td>
<td>$2^6$</td>
<td>$2^4$</td>
</tr>
</tbody>
</table>

Some values in the range as in Table 4 will be used to find the best parameters. So we get the best parameters for the kernel function as follows:

Table 5: The Best Kernel Function Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>$2^7$</td>
<td>$2^4$</td>
<td>$2^6$</td>
</tr>
<tr>
<td>γ</td>
<td>$2^{-7}$</td>
<td>$2^{-4}$</td>
<td>$2^{-4}$</td>
</tr>
</tbody>
</table>

The results in Table 5 show the best parameter values obtained through the gridsearch method.

d. Calculating Lagrange Multiplier Value

The optimization problem in SVM is solved using Quadratic Programming to obtain Lagrange Multiplier (alpha) value. In the first dataset 1 obtained the value of Lagrange Multiplier (alpha) as much as 58 pieces, the dataset 2 obtained as many as 78 pieces, and dataset 3 of 31 pieces.
e. Estimation of bias values (b)

The parameter values of bias b can be estimated by Eq. (13). Here are the estimates values of b for each dataset:

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Dataset 1</th>
<th>Dataset 2</th>
<th>Dataset 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>b</td>
<td>2.948</td>
<td>0.263</td>
<td>0.861</td>
</tr>
<tr>
<td></td>
<td>3.705</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 6, we get b for dataset 1 of 2.948 and 3.705, dataset 2 is 0.263, and dataset 3 is 0.861.

f. Support Vector Machine Classification Model

Based on the calculations presented in the previous session, the SVM classification model for each data can be written as follows:

Dataset 1:
\[
D(x_1) = \sum_{i=1}^{n} \alpha_i y_i \exp \left( -0.0078128 \| x_i - x \|^2 \right) + b
\]

Dataset 2:
\[
D(x_2) = \sum_{i=1}^{n} \alpha_i y_i \exp \left( -0.0078128 \| x_i - x \|^2 \right) + b
\]

Dataset 3:
\[
D(x_3) = \sum_{i=1}^{n} \alpha_i y_i \exp \left( -0.0078128 \| x_i - x \|^2 \right) + b
\]

4.3 Accuracy of Classification in Logistic Regression

Data training is generally used to form models. Before the model is tested on the new data it is necessary to know the level of goodness of the model by calculating the accuracy of the classification in the training data. The precision of classification is used to find out how well the model is derived from predicting the class in the data. Here is the best classification accuracy table on the training data on the logistic regression model that is for the third dataset:

<table>
<thead>
<tr>
<th>Class</th>
<th>prediction</th>
<th>Total</th>
<th>Aper</th>
<th>Press 'Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9</td>
<td>2</td>
<td>11</td>
<td>9.1%</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>11</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>9</td>
<td>13</td>
<td>22</td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 7, it can be observed that there are 16 correct classifications in category 0 ie credit decisions rejected, and there are 3 observations in category 0 misclassified. In addition, there are 46 correct classifications in category 1 namely credit decision accepted, and there are 2 wrong classifications in category 1. The Aper value logistic regression model that is equal to 7.46%, it shows regression model that got good to solve case Classification for lending decisions. In addition, to know the stability in the classification used Press'Q test. Based on the above results, the statistical value of Press'Q test is worth more than \( \chi^2 = 3.84 \) so it can be concluded that the classification on data training in dataset third is consistent.

The model that has been obtained in the training data will be used for the classification of new data that is data testing. If the model obtained is a good model it will give a small misclassification. Table 8. describes the classification accuracy of the data testing in the third dataset:

<table>
<thead>
<tr>
<th>Class</th>
<th>prediction</th>
<th>Total</th>
<th>Aper</th>
<th>Press 'Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>9</td>
<td>2</td>
<td>11</td>
<td>9.1%</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>11</td>
<td>11</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>9</td>
<td>13</td>
<td>22</td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 8, it can be observed that there are 9 correct classifications in category 0 ie credit decisions rejected, and there are 2 observations in category 0 that are misclassified. In addition, there are as many as 11 correct classifications in category 1, namely credit decisions accepted, and there is no classification error in category 1. The Aper value logistic regression model that is 9.1%, it shows the regression model obtained is good to resolve cases classification decision Lending. In addition, to know the stability in the classification used Press'Q test. Based on the above results, the statistical value of Press'Q test is worth more than \( \chi^2 = 3.84 \) so it is concluded that the classification is consistent.

The overall accuracy of classification results for all datasets for both training and testing data are given in Table 9. below:

Table 9. Accuracy of Classification for Logistic Regression

<table>
<thead>
<tr>
<th>Class</th>
<th>prediction</th>
<th>Total</th>
<th>Aper</th>
<th>Press 'Q</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Data training</td>
<td>Data Testing</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Class</th>
<th>prediction</th>
<th>Total</th>
<th>Aper</th>
<th>Press 'Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>16</td>
<td>3</td>
<td>19</td>
<td>7.46%</td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>46</td>
<td>48</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>18</td>
<td>49</td>
<td>67</td>
<td></td>
</tr>
</tbody>
</table>
When observed more deeply against the results of classification of training data the smallest Aper value occurs in the third dataset that is equal to 7.46%. In all datasets also obtained a statistic press’Q value greater than $= 3.84$. Similar results also occurred in the data testing, but in general, there was an increase in the value of Aper and decreasing the value of the press’Q statistic. Changes in the value of both Aper and press’Q model accuracy indicators are within reasonable limits.

4.4 Accuracy of Classification in Support Vector Machine (SVM)

The model generated by the SVM method, before being used for the classification of new objects, then must first be calculated the level of accuracy in the training data. Before the model is tested on new data it is necessary to know the goodness of the model by calculating the Aper value and the press’Q statistics. In all three datasets, the model with the best accuracy is the model yielded by the third dataset. The Aper and press’Q values for the SVM model in the third dataset are given in Table 10 below:

Table 10. The SVM Accuracy of Classification of Training Data for Dataset 3

<table>
<thead>
<tr>
<th>Class</th>
<th>prediction</th>
<th>Total</th>
<th>Aper</th>
<th>Press’Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1</td>
<td>48</td>
<td>2.98%</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>17</td>
<td>17</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>49</td>
<td>18</td>
<td>67</td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 10. it can be observed that there are 48 objects classified appropriately in category 0 ie credit decisions rejected, and there is 1 object in category 0 misclassified. In addition there are as many as 17 objects that appropriate classification in category 1 is the credit decision is accepted, and there is 1 classification in category 1. Value Aper for SVM method in Data 3 that is 2.98%, it shows SVM classification model that is obtained is good for solving the classification case of loan decision. In addition, to know the stability in the classification used Press’Q statistic. Based on the above results the statistic Press’Q is greater than $= 3.84$, so it is concluded that the classification is consistent.

Furthermore, the models already obtained in the training data are used for classification in the data testing. Based on the results of this classification will be known how much accuracy of the classification obtained the model. The following is the result of the SVM model in the data testing for the third dataset presented in Table 11:

Table 11. The SVM Accuracy of Classification of Testing Data for Dataset 3

<table>
<thead>
<tr>
<th>Class</th>
<th>prediction</th>
<th>Total</th>
<th>Aper</th>
<th>Press’Q</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>13</td>
<td>2</td>
<td>15</td>
<td>9.1%</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>7</td>
<td>7</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>13</td>
<td>9</td>
<td>22</td>
<td></td>
</tr>
</tbody>
</table>

Based on Table 11. it can be seen that there are 13 objects of exact classification in category 0, and there are 2 objects in category 0 that are misclassified. In addition there are as many as 7 objects that are appropriate classification in category 1, and there is no misclassified object in category 1. Aper value of SVM model in data testing for Dataset 3 is 9.1%, it shows SVM model that got good to finish Case of classification of loan decision. In addition, to know the stability in the classification used Press’Q statistic. Based on the above results the statistic Press’Q is greater than $= 3.84$, so it is concluded that the classification is consistent.

Summary of the results of the classification of SVM model in both Aper and press’Q statistic for all three datasets are presented in Table 12., the following:

Table 12. Accuracy of Classification for Support Vector Machine Model

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Data training</th>
<th>Data Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aper(%)</td>
<td>Press’Q</td>
<td>Aper(%)</td>
</tr>
<tr>
<td>1</td>
<td>4.00</td>
<td>265.1</td>
</tr>
<tr>
<td>2</td>
<td>8.00</td>
<td>52.92</td>
</tr>
<tr>
<td>3</td>
<td>2.98</td>
<td>59.23</td>
</tr>
</tbody>
</table>

The accuracy of the SVM model classification in both training and testing data for all three datasets is very accurate with range [2.98%, 8.00%] and range [8%, 12%] for training and testing data successively. The similar results are also shown by the fact that the press’Q statistic value is much greater than $= 3.84$. 


4.5 The Comparison of both logistic regression and SVM classification models

The classification accuracy as measured by Aper values from logistic regression models and SVM models in training and testing data for all three datasets is presented in Table 13. Follows:

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Data training</th>
<th>Data Testing</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>25.33</td>
<td>4.00</td>
</tr>
<tr>
<td>2</td>
<td>16.00</td>
<td>8.00</td>
</tr>
<tr>
<td>3</td>
<td>7.46</td>
<td>2.98</td>
</tr>
</tbody>
</table>

As a resume, the accuracy of SVM classification is better than the accuracy of logistic regression in both training and testing data. This is indicated by the smaller Aper values obtained on the SVM model. The accuracy of the classification of training data for logistic regression has a high diversity, even in the first dataset with the characteristics of all continuous-scale predictor variables, Aper value equal to 25.33%. However, the Aper value on the same dataset for the SVM model is only 4%. It implies that with all predictor variables of the continuous type the logistic regression model generated is less able to classify the object well, whereas the contradiction situation occurs in the SVM model. In the second dataset that has characteristic all predictor variables of categorical type result of relatively equal Aper value for both models, either accuracy in training or testing data. Although the Aper value for the SVM model in the second dataset is also smaller than the Aper value of the logistic regression model. In the third dataset with predictor variables of mixed type between numerical and categorical, both models of logistic regression and SVM are obtained with very high accuracy in both training and testing data.

5. CONCLUSIONS

Based on the presentation given in the previous session, the following conclusions can be drawn:

1. In the training data, the performance of the SVM model classification is significantly better than the logistic regression model classification.
2. In the testing data, the performance both logistic regression models and SVM models have satisfactory classification Aper values, although the Aper value of the svm model is rather convincingly smaller.
3. The results of this study further reinforce the existing paradigm, namely that the SVM model is more powerful in the categorization of objects than logistic regression model.
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