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ABSTRACT 

The development of wireless communication technologies has made it so the number of people who use 
them has surpassed the number of users of landlines. This causes malfunctions in and slow operation of 
networks. Software-defined networks separate data-forwarding processes from networking and 
communication processes –  such networks allow for a significant reduction in the number of protocols 
used to improve the controllability of the network. This research investigates a method for establishing a 
reliable network connection, which will maintain the operability of the network in the presence of at least 
one route between switches, regardless of the number of failures. This study describes two methods of 
failsafe route generation – Non-return routes and Return routes. The paper provides a flowchart that shows 
the conditions that allow maintaining a connection to the switch. The proposed algorithm supports the 
OpenFlow protocol. In addition, the study established the rules that the controller sets for each separate 
switch. This method improves the fail-safety of the network and ensures its uninterrupted operation. 
Keywords: Computer network, Forwarding plane, Network security, OpenFlow protocol 
1. INTRODUCTION 
 

This research studies Software-Defined 
Networks (SDN) [1–3] – a special class of computer 
networks, which is based on the idea of dividing the 
network into two planes: the forwarding plane, 
which is responsible for the forwarding of packets 
between hosts in the network, and the control plane, 
which uploads appropriate switching and routing 
settings to the network switching devices. A 
controller is used to manage said settings; it is a 
program, whose commands control all the switches 
in the network. The compatibility of the controller 
with switches of various vendors and models is 
achieved through special control protocols that 
allow separating oneself from the internal switch. 
The most popular one is the OpenFlow protocol [4–
6]. 

OpenFlow is a basic protocol that is a key 
element of the SCD concept, which ensures the 
operation of the controller with network devices 
[23.24.25]. The controller is used to manage switch 
flow tables, which are used to make the decision to 
transfer the received packet to a specific switch port 

[32.33.34]. Thus, direct network connections with 
minimum data transfer delays and required 
parameters are formed in the network. 

The OpenFlow switch consists of at least 
two components: 

• flow table [19.20]; 
• secure channel [21.22] 

The advantage of SDN networks is their 
lower demand for technical experts, which 
ultimately reduces capital and operating costs 
[26.27.28]. In addition, SDN provides for quick 
service interaction, since data are programmed by 
remote control services (controllers) and 
applications. On a global scale, SDN transforms a 
network into a computational domain and integrates 
increasingly more standardization practices that are 
applicable to computers and software. In addition, 
researchers point out the following advantages of 
SDN networks [29.30.31]:  

• Virtualization of the physical resources of 
the network 

• Quick reaction to changes in the network 
• Simpler network adjustment 
• Considerably less time required for 

application deployment 
• Cut network management costs 
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• The SDN controller supports the open 
application-programming interface (API), 
which enables programming it externally, 
creating an environment for automation and 
control, and scaling the functionality of 
future applications 

• Visibility of the whole network traffic by the 
controller 

Auxiliary equipment or dedicated 
communication lines are often used to maintain 
communication between the controller and switches 
[7–8]. Therefore, the network infrastructure of SDN 
is usually divided into two parts, each one 
maintaining the operation of its plane: the 
forwarding plane network and the control plane 
network. If the control plane network is independent 
of the forwarding plane network, then the SDN 
controller performs an out-of-band control of the 
switches. Otherwise, the communication between 
the controller and the switches uses the same 
communication lines that are used to transfer user 
data – such control is called in-band control [9–10]. 

Since out-of-band control isolates service 
traffic from user traffic, it is more convenient and 
safe. However, out-of-band control requires 
auxiliary communication lines, which makes it very 
expensive and often impossible to implement in 
networks that connect objects located at great 
distances from each other. In such networks, the 
only possible option is integrated control, which has 
one significant drawback – the high complexity of 
maintaining a reliable connection to the controller. 
When using this type of control, failure of any 
communication line causes a disconnection 
between the controller and all switches connected 
via this line and may cause failures of entire 
segments of the network, which is unacceptable. 
Therefore, aside from a main set of packet 
forwarding rules, the controller should also preload 
into the switches some alterative rules to be used in 
case of each possible failure. The critical point of 
failure in the operation of the entire network is the 
SDN controller, which is why it is necessary to take 
its reliability and effectiveness into consideration 
during its operation. However, since high-quality 
controllers are expensive, it is necessary to develop 
a method that would enable improving the fail-
safety of the network without replacing the current 
controller. 

The size of the alternative route array 
required to maintain the connection between 
switches in case of several equipment failures 

exponentially depends on their number [11–13].  In 
order to assure that a large network recovers after 
multiple failures, the controller may require to 
upload dozens and hundreds of additional packet 
forwarding rules to the switches. Since modern 
switches often support only several thousand rules, 
high fault-tolerance can cause a shortage of space 
for user traffic handling rules. Therefore, controller 
developers have to make a compromise between 
connection stability and overhead costs associated 
with its maintenance. 

This research offers a new method to 
organize reliable communication between the 
switches and the controller. Using this method, the 
network is able to preserve control plane 
connectivity as long as the network topology 
maintains at least one route between them. 

To that end, it is necessary to review some 
common methods of ensuring failsafe connections 
in SDN, to develop an approach to organizing a 
failsafe, and to give a detailed description of its 
implementation in terms of OpenFlow protocol. 
2. RELATED WORK 

The most common method to protect the 
connection between a switch and its controller is 
static route backup [14, 15]. This method is based 
on a preliminary computation of several routes. The 
best one is used to connect the switch to the 
controller by default. If the forwarding plane detects 
a failure of this route, it automatically switches to 
the next best one. That way, the switch preserves its 
connection to the controller as long as the failures 
leave at least one of its static routes untouched. 

Connection protection based on the 
OpenFlow protocol is implemented via a group 
table. A group table may contain, in particular, fast-
failover entries, which enable changing the packet 
handling rules depending on the operability of the 
communication lines connected to the switch. Each 
such entry is a list of “port – series of actions” pairs 
(fig. 1). When processing a packet, the switch 
iteratively goes through the list elements in search 
of the first pair with a connection to its port. If it 
finds such a pair, actions associated with that pair 
are applied to the packet and the packet processing 
is completed. Thus, by setting appropriate entries in 
the switch’s group table, the controller can 
command the switches to alternative routes if some 
links in the main route fail. 
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Figure 1. Example Of An Openflow Flow Table [18]. 
 

In practice, static route backup methods 
often do not cover all possible failure combinations. 
Therefore, they cannot guarantee the operability of 
all switches in the network after failures occur. If 
one were to generate a set of routes that would cover 
all the possible failure variants, then the number of 
rules that would have to be set on the switches 
would be unacceptably large. Consider two 
approaches to route generation, with a view to 
covering all possible failure variants. 

Non-return routes. In order to maintain a 
failsafe status of an arbitrary communication line on 
the main route, it is necessary to map L static routes, 
where L is the number of communication lines on 
this route. Then the total number of routes and the 
number of rules on the switch are estimated as 
o(exp(L)), and o(N * exp(L)), respectively. 

Return routes. If a failure is detected on 
the communication line on the main route, a return 
to the source node takes place and one of the 
alternative routes is used. Thus, up to (N – 1)! routes 
have to be computed for each switch, where N is the 
total number of switches in the network. Since a rule 
for each indicated route has to be set on each switch 
on this route, the number of rules on the switch can 
be calculated as o(exp(N)). 

This research offers an original method for 
ensuring fail-safety, which allows maintaining the 
operation of the network in the presence of at least 
one route between switches. At that, the number of 
rules that have to be set on the switches is smaller 
than with static route backup.  

3. OFFERED METHOD 

 
Figure 2: Network Topology 

 
First, it is necessary to describe the idea of 

the developed algorithm based on a concrete 
example Fig (2). If all communication lines with 
integrated control are operational, then in order to 
deliver packets from an arbitrary switch to the 
controller, it is sufficient to deliver them to any 
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switch connected to the controller via the shortest 
switch chain. 
Assume all vertices of the network topology graph 
are enumerated based on the increase in the 
distance of these vertices to the controller vertex. 
In this case, when choosing the next vertex for 
sending the packet, one should choose the vertex 
with the smallest number amongst neighboring 
vertices. For instance, for switch 6, the route will 
be 6-3-1-0, where 0 is the controller. 

If the communication line with such a 
vertex is broken, then the chosen packet transfer 
route cannot be used and the switch attempts to 
transfer the data via the neighboring vertex with the 
largest number. For instance, if the link 3-1 is 
broken, the route for switch 6 will be 6-3-4-2-0. 

If all the lines apart from the one via 
which the packet has arrived are broken, then there 
is no routes that passes through this vertex is 
operable, and the switch shall return the packet. 
Consider Figure 1. If links 3-1 and 3-4 are broken, 
no route is available from switch 3 to the controller. 
In this case, the packet is returned to switch 6. On 
switch 6, vertex 3 will be excluded from the choice 
due to the lacking route from this vertex to the 
controller. Then, for switch 6, the route will be 6-
4-2-0. 

At some point, the packet may reach a 
vertex where it has already been. In order to rule 
out such cycles, it is necessary to know the vertices 
where the packet has already been. To that end, the 
term history is introduced – a sequence of numbers 
starting with the number of the source-switch and 
containing the initial part of the route via which the 
network attempted to deliver the packets from this 
switch to the controller. 

In general, the controller should set such 
rules for each switch, so that the packets that its 
interfaces receive are processed according to the 
following algorithm: 
 Send the packet to the first active adjacent 

vertex with the smallest number;  When sending the packet, save the number 
of the current vertex to the history;  If a return on history occurs during the 
sending, the current vertex should not be 
entered into the history;  If the current vertex is in the history and is 
the last one, send the packet to the next 

active adjacent vertex with a number that is 
higher than the number of the vertex the 
packet came from;  If the current vertex is in the history and is 
not the last one, send the packet to the last 
vertex in the history (in other words, to the 
port the packet came from). 

The next section gives a detailed 
description of how the above algorithm can be 
coded using OpenFlow protocol rules. 

 
4. OPENFLOW IMPLEMENTATION 

In OpenFlow terms, the switch operation 
logic is set using a packet handling rule table [17]. 
Each rule contains a set of simple actions, for 
instance, transcription of the packet header and 
transfer of the packet via indicated port, and a 
pattern – a rule is applied to a packet only if the 
packet fits the pattern for the rule [19]. Each bit of 
the pattern can have one of three values: 0, 1, and 
substitute (*). The packet header fits the pattern 
only if each bit of the header is exactly equal to the 
corresponding bit of the pattern or (*) is used in 
this bit of the pattern. 

We assume the switches in the modeled 
network should support the OpenFlow protocol 
version 1.1 or higher, support fast-failover groups, 
and have at least three rule tables. Each packet has 
a header that consists of several fields. Each field 
is a set of bits. The MAC address field will be used 
to handle the history. To that end, the field is 
divided into sections of equal length; a binary 
representation of the switch number will be written 
down in each section. It is expedient to introduce 
the following designations: 
 r is the number of bits dedicated to the 

switch number; 
 l is the maximum number of switches in the 

history (history length); 
 k is the number of bits in the field dedicated 

to storing history. 
It is worth noting that the switch number 

should be unique, in which case, the number of bits 
dedicated to the switch number is r=log2N, where 
N is the number of switches in the network. 

It is expedient to examine in detail the 
rules and tables (Figure 3) set on switches during 
the operation of the algorithm.
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Figure 3: Openflow Tables And Groups For Packet Handling 

 
1. In the first table, the presence of the current 

switch in the history is determined. The 
pattern for each rule in this table is a 
sequence with r length for comparison to 
the MAC field of the packet. With that, each 
sequence is a binary representation of the 
switch number and is located with r*i shift, 
where i is the sequence number of the rule 
starting with 0. In other words, all possible 
locations of the switch number in the 
history are checked. All the bits that are not 
part of the current verification section take 
on substitute values. If the switch is found 
in the history, proceed to table 2; otherwise, 
proceed to table 7. The number of rules in 
this table is l + 1. 

2. Determine the position of the switch in the 
history. If the switch number is encountered 
in the middle of the history – a loop is 
created, which requires a return on history, 
in which the packet is sent to the port via 
which it was received. The determination of 
the switch position in the history requires 
the introduction of rules, the pattern 
whereof is divided into three parts: 
comparison-to-number section, pre-section 
bits, and post-section bits. Pre-section bits 
have substitute values; post-section bits 

have zero values. Thus, if a match is found 
for one of such patterns, then the switch is 
located at the end of the history; otherwise, 
a loop is created. In case of return on 
history, the packet is sent to the outgoing 
port. If the switch number is located at the 
end of the history, proceed to Table 3. The 
number of rules in this table is l + 1. 

3. It is necessary to determine the following 
table based on the port via which the packet 
was received. This will determine the routes 
that should be checked, since it is necessary 
to check only the neighboring switches, the 
number whereof is higher than the number 
of the switch from which the packet came. 
This is due to the fact that the packet is 
forwarded to the minimum number and if 
the packet has returned from any switch, 
then it has already been to the switches with 
a number that is lower than the one it 
returned from. The number of rules in this 
table is 2r – 1. 

4. Depending on the port via which the packet 
was received, it is sent to one of the fast-
failover entries in the group table, where the 
packet is forwarded to the first operating 
port on the list arranged in ascending order 
of numbers of switches connected via said 
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ports, starting with the number that is higher 
than the number of the switch the packet 
came from. At this stage, 2r – 1 entries in 
the group table are introduced. 

5. Determine the end of the history to record 
own number. To that end, the pattern of 
rules in the table under consideration 
checks the position of the last zero section. 
The verifications takes place by sections of 
r bits; preceding bits have the (*) value; 
following bits have zero value. The number 
of rules in this table is l + 1. 

6. Similar to 3. 
7. Depending on the port via which the packet 

was received, it is sent to one of the fast-
failover entries in the group table, where the 
packet is forwarded to the first operating 
port on the list arranged in ascending order 
of numbers of switches connected via said 
ports, with the exception of the incoming 
port. At this stage, 2r – 1 entries in the group 
table are introduced. 

 
In other words, two situations can occur 

during the operation of the algorithm – fast-
failover forwarding according to certain rules and 
return on history in case a loop is created or all fast-
failover forwarding options at the current vertex 
are exhausted. 

Consider an estimation of the number of 
rules during the operation of the algorithm offered 
in this research. 

 
The number of rules M that has to be set 

on one switch is as follows: 
 

 M = 3l + 3 + 4*(2r - 1) (1) 
 
Considering that r = log2N and ݈ =  

 
where k ≤ N, 

 
(ܯ)  = ൫(2୪୭మ ே −  1)൯ =  (2) (ܰ)
 

Thus, in order to maintain a connection to 
one switch, it is necessary to set a number of rules 
on other switches that is linearly dependent on the 
number of switches. This operation should be 
performed for each switch. As a result, the offered 
method requires setting o(N) rules, while static 
backup requires o(exp(N)) rules. 
5. CONCLUSION 

This research developed and investigated 
a method of organizing a reliable in-band control 

in SDN. When it is necessary to achieve fail-safety, 
with which the network continues to operate in the 
presence of at least one functional route, the 
developed method uses significantly fewer rules 
than static route backup does. The study found two 
ways of generating routes that would cover all 
possible failures – Non-return routes and Return 
routes. 

In addition, the research developed a 
schematic instruction that describes the conditions 
that maintain the connection to the switch. As a 
result, the operation of the network is not 
interrupted and no time is required for file backup 
in case of a network failure. The developed idea 
consists in the fact that all communication lines 
with integrated control are operational and in order 
to deliver packets from an arbitrary switch to the 
controller it is sufficient to deliver it to any switch 
that is connected to the controller along the shortest 
switch chain. In addition, the research provided a 
list of rules that the controller should set for each 
switch. 

The offered algorithm supports the 
OpenFlow protocol that controls the switch using 
OpenFlow tables and groups for packet handling, 
where each bit of the pattern can have one of three 
values. 

Thus, the offered method reduces the 
frequency of network failures, which allows 
optimizing its operation and improving its 
functionality. 
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