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ABSTRACT

Classification of students’ academic performance for Sijil Pelajaran Malaysia (SPM) at early stage of their previous study will able to help in identify the students’ achievement to will assist the educators and school management taking the necessary actions. In this research, data mining techniques are used to classify students’ performance in Sijil Pelajaran Malaysia (SPM). Data was collected from the second semester obtained from year 2011 until 2014 with the total of 488 students’ data were used to train the algorithm. It has been shown that with 10 cross fold-validation that Naive Bayes algorithm can be used for classification of students’ performance in early stages with an accuracy of 73.4%.
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1. INTRODUCTION

Educational Data Mining is an emerging interdisciplinary research area that deals with the development of methods to explore data originating in the educational context. In recent years, there has been a lot of studies in Educational Data mining that concerned the study of students’ behavior and performance. In order to understand the pattern of students’ learning or behavior, many researchers study the outcomes of students especially in higher education. Researchers in the higher educational institution mainly focus the application of data mining to emphasis on the improvement of the students’ results[1][2][3], to help educators reduce the drop out ratio in college or university [4] [5], to help students in choosing the right course based on previous achievement [6][7] and many more. The data mining application has been widely used on the educational sector, however it is mostly applied to the higher institutional.

This research focuses on the application of machine learning to the educational data of secondary school. Educators in Maktab Rendah Sains MARA (MRSM) are always facing problem in ensuring the increasing of students’ performance starting from semester 1 until the students sit for Sijil Pelajaran Malaysia (SPM). In order to help the educators in MRSM especially MRSM Kuala Berang, a research has been done on the examination data that has been discovered from the Student Information System (SIS). The data will be used in helping educators and school management to analyze and discover useful information in order to help their students. The information gained from the data mining techniques will help teachers classify their students’ Student Performance Analysis (SPA) for Sijil Pelajaran Malaysia.

The main task of data mining is to analyze large quantities of data in order to extract previously unknown information and patterns [7]. Some of the data mining methods are classification, regression and association. Methods that used to build the predictive model are classification, cauterization and regression. Mostly researchers used classification in order to predict students’ performance. One of the classification models is
Naïve Bayes Classifier that is the probabilistic classifier based on the Bayes Theorem. Naïve Bayes classifier assumes that the effect of the attributes value on a given class is independent on the value of other features [15]. Naïve Bayes is also well known used on text categorization. This article introduces a Naïve Bayes classifier for classifying students’ performance and the existence of the relationship between subjects that contribute to the certain classes.

2. RELATED WORK

The literature review revealed that data mining in educational field has been the interest of various researchers during the last few years. The development of data mining models for predicting student performance at various levels and comparison of those models were discussed in a number of research papers. Alaael-Halees [8] has stated that data mining has become an emerging method in educational field to enhance the understanding of the learning process. The application of data mining has been widely used in higher educational system.

There are two main factors in predicting students’ performance that are attributes and prediction methods [9]. Their research shown that ten of thirty papers have used GPA as the main attributes to predicts students’ performance.

Borkar and Rajeshwari [10] had run a research using association method on 60 datasets of students from the Pimpri Chinchwad College of Engineering, Pune University. Their research used the students’ attendance, unit test, graduation percentage and the assignment as the attributes to predict students’ performance in university.

Baradwaj & Pal [11] have used Decision Tree algorithm to classify students’ dataset obtained from VBS Purvanchal University, Jaunpur (Uttar Pradesh) to predict students’ division on the basis. Not only previous semester result has been choose as the attributes but the lab work and the seminar performance also have contribute to the findings. Their research also able to identify those students which needed special attention in order to reduce fail ratio.

In the year 2012, Kumar & Chadha [12] performed a case study of a university to improve the quality of education and discover the factors that affect the academic results using association rules discovery techniques. They discovered that students who have scored badly in their Graduation have done relatively well in their Post-Graduation in the subjects, which are common in both Graduate and Post Graduate courses.

The researchers have used many classifiers in order to study the pattern of students’ behavior and performance in academic field such as Decision Tree, Nearest Neighbor, Naïve Bayes and etc. Naïve Bayesian is a simple probabilistic classifier based on Bayesian theorem with the (naive) independence assumption [16] (Krishnaiah et al., 2013). While Wang [17] stated that Naive Bayes classifier is recognized as a simple probabilistic classifier based on the application of the Bayesian theorem with strong independence assumptions. In other words, a Naïve Bayes classifier assumes that the presence of a particular feature in a class is unrelated to the presence of any other feature. Naive Bayesian is a simple probabilistic classifier based on Bayesian theorem with the independence assumption [18].

Recently, many researchers have shown interest in Naïve Bayes algorithm and it is proven has been executed well in many complicated real-world difficulty. For example, [13] concluded that Bayesian classification theories are useful analyses form to predict future data trends and make intelligent decision in distance education system. While [14] in their researchers have found that Naïve Bayes Multi-label Classifier algorithm together with K-means Clustering can help in understanding social media data issues such as heavy study load, hectic schedule and lack of sleep for education enhancement.

Karthika & Sairam, [15] have done a research paper on method to categorize the educational qualification using the Naïve Bayes Classification algorithm. It is found that Naïve Bayes Classification algorithm performs well when the attributes are non-numerical.

Brijesh and Saurabh, [11] have used Bayesian classification method on students’ database from Awadh University, Faizabad, UP, India that involved 300 students. Their research is to predict students’ division in order to help students and lecturers to improve the division of their students. Their research also helps in identifying those
students that need special attention in order to reduce failing ratio.

There are already a large number of research papers discussing various problems within the higher education sector and providing examples for successful solutions reached by using data mining. Therefore, the rationale described in this paper is based on the great potential that is seen in using data mining methods and techniques in university level to be applied in the upper secondary level in MRSM.

3. METHODOLOGY

The methodology adopted in this research starts with the data collection from the MRSM Kuala Berang Information System involved 491 students’ data. The method then followed by data selection process in order to identify the relevant attributes need in this research. The next phase is pre-processing stage that covers data integration of three databases and files from different formats using key-based approach. Followed by data cleaning where instances were checked to ensure the data is complete and data transformation where the normalization process covered and finally the data were reduced to 488 out of 491. Before the data were mined, the feature selection is applied in order to increase the accuracy of mining results.

3.1 Feature Selection

Feature selection is a pre-processing stage used to reduce dimensionality and delete irrelevant data to increase learning accuracy and improve result comprehensibility [9]. Irrelevant attributes may add noise to the data and also will affect the accuracy of the model. Furthermore, noise will increase the time in model building. During feature selection process, some subjects have been identified in affected the data mining results. The subjects are English, History, Islamic Education, Mathematics, Additional Mathematics, Chemistry and Physics.

Table 1 shows the results accuracy for each classifier used in this research before the feature selection has been applied. There are five classifiers that have been tested using the dataset that are Naïve Bayes, Random Tree, Multi Class Classifier, Conjunctive Rule and Lazy IB1. Naïve Bayes holds the highest accuracy results as shown in the table.

<table>
<thead>
<tr>
<th>Classifier/ Semester</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Tree</td>
<td>63.40</td>
<td>67.42</td>
<td>63.52</td>
<td>72.54</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>69.12</td>
<td>72.95</td>
<td>75.82</td>
<td>80.94</td>
</tr>
<tr>
<td>Nearest Neighborhood (IB1)</td>
<td>64.82</td>
<td>65.78</td>
<td>68.24</td>
<td>78.28</td>
</tr>
<tr>
<td>Multi Class Classifier</td>
<td>61.35</td>
<td>60.66</td>
<td>64.14</td>
<td>67.21</td>
</tr>
<tr>
<td>Conjunctive Rule</td>
<td>66.67</td>
<td>66.80</td>
<td>67.83</td>
<td>73.57</td>
</tr>
</tbody>
</table>

Table 1 : Accuracy for Variants Classifier

3.2 Classification Technique Using Naïve Bayes Classifier

The Naïve Bayes classification technique will be applied seem the algorithm had shown the highest accuracy result. The Naïve Bayes classification helps to classify the students' performance in Sijil Pelajaran Malaysia learners based on their grades in certain subjects for semester examination. Naïve Bayes works well with categorical attributes (i.e. A, B, C, etc.) not with numerical attributes. To apply the Naïve Bayes algorithm, the study will also use the attributes as discussed below.

The attributes selected after the feature selection are the grades for subjects that are given below:
- English -BI (Core subject).
- Islamic Education subject - PI (Core subject).
- History – SJ (Core subject).
- Mathematics - MM (Core subject).
- Additional Mathematics -MT (Elective Subject)
- Physics –FZ (Elective Subject)
- Chemistry –KM (Elective Subject)

The situations considered here deals with the details of the students’ performance in second semester and Sijil Pelajaran Malaysia. Based on these details, the students are classified into four different classes. Here, four classes are taken into consideration and the attributes above are used to compute the probability that the students’ performance will experience event of classes that are:
- Excellent.
- Good.
Bayes’ Theorem provides a way of calculating the posterior probability, \( P(x|c) \), from \( P(c) \), \( P(x|c) \), and \( P(x) \). Bayes’ Theorem is:

\[
P(x|c) = \frac{P(c|x) P(c)}{P(x)}
\]

Where:
- \( P(c) \) is the prior probability of class that reflects background knowledge due to the chance of \( c \) to be correct.
- \( P(x) \) is the probability of \( x \) to be observed.
- \( P(x|c) \) is the probability of observing \( x \) given a world in \( c \) holds.
- \( P(c|x) \) is the posterior probability of class (target) given predictor (attribute).

Naïve Bayes classifier work as follow:

Let \( D \) be a training set of tuples and their associated class labels. As usual, each tuple is represented by an \( n \)-dimensional attribute vector, \( X = (x_1, x_2, ..., x_n) \), depicting \( n \) measurements made on the tuple from \( n \) attributes, respectively, \( A_1, A_2, ..., A_n \).

Suppose that there are \( m \) classes, \( C_1, C_2, ..., C_m \). Given a tuple, \( X \), the classifier will predict that \( X \) belongs to the class having the highest posterior probability, conditioned on \( X \). That is, the naïve Bayesian classifier predicts that tuple \( X \) belongs to the class \( C_i \) if and only if:

\[
P(C_i | X) > P(C_j | X) \text{ for } 1 \leq j \leq m, j \neq i.
\]

Thus the \( P(C_i|X) \) need to be maximize. The class \( C_i \) for which \( P(C_i|X) \) is maximized is called the maximum posteriori hypothesis.

### 3.3 Classification Using Naïve Bayes

This dataset samples is based on training data collected from MRSM Kuala Berang starting 2011 until 2014 for semester 2. The dataset consist of academic information of the students in their second semester to be classify with SPM result. The sample data in Table 2 clearly shows 7 attributes as discussed above in order to be used for the classification that involved four category of students’ performances in this study.

#### Table 2: Sample of Dataset

<table>
<thead>
<tr>
<th>No</th>
<th>Bi</th>
<th>Pi</th>
<th>Sj</th>
<th>MM</th>
<th>Mt</th>
<th>Fz</th>
<th>Km</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>C+</td>
<td>C</td>
<td>B</td>
<td>D</td>
<td>Good</td>
</tr>
<tr>
<td>2</td>
<td>C+</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>A-</td>
<td>B</td>
<td>B</td>
<td>Good</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>D</td>
<td>B</td>
<td>C</td>
<td>Excellent</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>A-</td>
<td>A</td>
<td>A-</td>
<td>A-</td>
<td>C</td>
<td>C+</td>
<td>G</td>
<td>Good</td>
</tr>
<tr>
<td>5</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>C</td>
<td>B</td>
<td>B</td>
<td>Excellent</td>
</tr>
<tr>
<td>6</td>
<td>A-</td>
<td>A</td>
<td>A</td>
<td>A-</td>
<td>B</td>
<td>B</td>
<td>Excellent</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>C</td>
<td>A</td>
<td>A</td>
<td>A</td>
<td>C</td>
<td>E</td>
<td>G</td>
<td>Good</td>
</tr>
<tr>
<td>8</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>C+</td>
<td>G</td>
<td>C+</td>
<td>G</td>
<td>Average</td>
</tr>
<tr>
<td>9</td>
<td>C+</td>
<td>A</td>
<td>A</td>
<td>D</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>Average</td>
</tr>
<tr>
<td>10</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>A+</td>
<td>C+</td>
<td>B+</td>
<td>B</td>
<td>Excellent</td>
</tr>
<tr>
<td>11</td>
<td>A-</td>
<td>A</td>
<td>A</td>
<td>B+</td>
<td>C</td>
<td>G</td>
<td>G</td>
<td>Average</td>
</tr>
<tr>
<td>12</td>
<td>B</td>
<td>B</td>
<td>A-</td>
<td>A</td>
<td>C+</td>
<td>D</td>
<td>G</td>
<td>Average</td>
</tr>
<tr>
<td>13</td>
<td>D</td>
<td>B</td>
<td>A</td>
<td>C+</td>
<td>G</td>
<td>G</td>
<td>G</td>
<td>Average</td>
</tr>
<tr>
<td>14</td>
<td>B+</td>
<td>B</td>
<td>C</td>
<td>E</td>
<td>G</td>
<td>E</td>
<td>G</td>
<td>Poor</td>
</tr>
<tr>
<td>15</td>
<td>A-</td>
<td>B</td>
<td>A</td>
<td>B+</td>
<td>G</td>
<td>C+</td>
<td>C+</td>
<td>Good</td>
</tr>
<tr>
<td>16</td>
<td>C+</td>
<td>B</td>
<td>A-</td>
<td>A</td>
<td>D</td>
<td>D</td>
<td>D</td>
<td>Good</td>
</tr>
<tr>
<td>17</td>
<td>A-</td>
<td>B</td>
<td>A</td>
<td>A</td>
<td>B+</td>
<td>E</td>
<td>C</td>
<td>Excellent</td>
</tr>
<tr>
<td>18</td>
<td>C+</td>
<td>B</td>
<td>A</td>
<td>B+</td>
<td>C</td>
<td>C+</td>
<td>B+</td>
<td>Excellent</td>
</tr>
<tr>
<td>19</td>
<td>A-</td>
<td>B</td>
<td>A</td>
<td>A-</td>
<td>E</td>
<td>D</td>
<td>C</td>
<td>Excellent</td>
</tr>
<tr>
<td>20</td>
<td>B+</td>
<td>B</td>
<td>A</td>
<td>B+</td>
<td>C</td>
<td>E</td>
<td>D</td>
<td>Average</td>
</tr>
</tbody>
</table>

The Naïve Bayes classification algorithm will calculate the probability of the categories for students’ performance in SPM based on grades for subjects as illustrated in Table 2. In order to test students’ performance category when a sample of \( X \) is stated below:

\[ X = PI=A, SJ=A, MM=B+, MT=C, FZ=D \]

Given the sample \( X \) as above, the classifier will predict that \( X \) belongs to the class having the highest a posteriori probability, conditioned on \( X \) that \( X \) is belong to class \( C_i \) if and only if;

\[
P(C_i | X) > P(C_j | X) \text{ for } 1 \leq j \leq m, j \neq i.
\]

Thus, we need to maximize \( P(X | C_i)P(C_i) \), for \( i = \) Excellent, Good, Average and Poor. \( P(C_i) \), the priori probability of each class, can be estimated based on the training dataset samples:

Class:
- \( P(\text{Category = Excellent}) = 7/20 = 0.35 \)
- \( P(\text{Category = Good}) = 7/20 = 0.35 \)
- \( P(\text{Category = Average}) = 5/20 = 0.25 \)
P(Category=Poor) = 1/20 = 0.05

To compute P(X|Ci), for i = Excellent, Good, Average and Poor, we compute the following conditional probabilities:

\[
P(X|C_i) = \prod_{k=1}^{n} P(X_k|C_i)
\]

Where:
- k = number of classes in dataset,
- n = number of attributes that will be used for mining

\[
P(\text{Excellent} | X) = P(\text{Excellent}) P(P | A) P(S | A) P(M | B+) P(MT | C) P(FZ | D)
\]
\[
= (4/7) \times (7/7) \times (1/7) \times (2/7) \times (1/7)
\]
\[
= 0.6 \times 1 \times 0.1 \times 0.3 \times 0.1
\]
\[
= 0.0018
\]

\[
P(\text{Good} | X) = P(\text{Good}) P(P | A) P(S | A) P(M | B+) P(MT | C) P(FZ | D)
\]
\[
= (5/7) \times (5/7) \times (2/7) \times (4/7) \times (1/7)
\]
\[
= 0.7 \times 0.7 \times 0.3 \times 0.6 \times 0.1
\]
\[
= 0.0088
\]

\[
P(\text{Average} | X) = P(\text{Average}) P(P | A) P(S | A) P(M | B+) P(MT | C) P(FZ | D)
\]
\[
= (2/5) \times (4/5) \times (1/5) \times (1/5)
\]
\[
= 0.4 \times 0.8 \times 0.2 \times 0.2
\]
\[
= 0.0026
\]

To find the class that maximizes P(X|Ci)P(Ci), then we need to compute:

\[
P(X | \text{Category=Excellent}) P(\text{Category=Excellent}) = 0.0018 \times 0.35
\]
\[
= 0.00063
\]

\[
P(X | \text{Category=Good}) P(\text{Category=Good}) = 0.0088 \times 0.35
\]
\[
= 0.0031
\]

\[
P(X | \text{Category=Average}) P(\text{Category=Average}) = 0.0026 \times 0.25
\]
\[
= 0.00065
\]

The Naïve Bayesian classifier predicts Category = Good for sample = X.

4. RESULTS AND DISCUSSIONS

This paper shows the comparison of accuracies for the five classifiers (NBC, RT, MCC, IB1 and CR) based on a 10-fold cross validation as a test method. In order to select the most significant features for classification, with the aid of WEKA tool, the feature selection has been done on the dataset for every semester. The parameters that have been selected using the BestFirst have shown different parameters that effected the accuracy for every semester. By applying feature selection in this research, the highest data mining results conducted by Naïve Bayes algorithm. The table below illustrates the results increase in Naïve Bayes classifier for Semester 1 with the 1.43%, Semester 2 with 1.44%. Semester 3 with 2.66% and semester 4 with 1.44%. Method has been used for feature selection used in this research is Best First algorithm.

<table>
<thead>
<tr>
<th>Classifier/ Semester</th>
<th>After Feature Selection</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>Random Tree</td>
<td>63.40</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>70.55</td>
</tr>
<tr>
<td>Nearest Neighborhood (IB1)</td>
<td>63.40</td>
</tr>
<tr>
<td>Multi Class Classifier</td>
<td>67.28</td>
</tr>
<tr>
<td>Conjunctive Rule</td>
<td>66.67</td>
</tr>
</tbody>
</table>

Based on the formula above, P(\text{Good} | X) > P(\text{Average} | X) > P(\text{Excellent} | X). The Naïve
Table 4: Data Mining Accuracy Based on Subjects

<table>
<thead>
<tr>
<th>Subject Name</th>
<th>Result (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>English</td>
<td>68.03</td>
</tr>
<tr>
<td>Islamic Education</td>
<td>63.73</td>
</tr>
<tr>
<td>History</td>
<td>67.83</td>
</tr>
<tr>
<td>Mathematics</td>
<td>67.62</td>
</tr>
<tr>
<td>Additional Maths</td>
<td>69.47</td>
</tr>
<tr>
<td>Physics</td>
<td>68.44</td>
</tr>
<tr>
<td>Chemistry</td>
<td>73.36</td>
</tr>
</tbody>
</table>

From the Table 4, the result has shown that Chemistry subject contain the high result percentage among the seven subjects with the 73.36% followed by Additional Mathematics with 69.47%. While the Islamic Education has shown the lowest result percentage with the 63.73%.

The research then deepen with combining certain subjects. To find the probability of dependency between the combination subjects, some core subjects have been combined with the elective subjects and some elective subjects have been combined with the elective subjects also. Table 5 shows the results from the combination of the subjects.

Table 5: Data Mining Accuracy with the Combination of Certain Subjects

<table>
<thead>
<tr>
<th>Subject 1</th>
<th>Subject 2</th>
<th>Results</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add Mathematics</td>
<td>Chemistry</td>
<td>72.75%</td>
</tr>
<tr>
<td>English</td>
<td>Add Mathematics</td>
<td>67.83%</td>
</tr>
<tr>
<td>English</td>
<td>Mathematics</td>
<td>68.03%</td>
</tr>
<tr>
<td>History</td>
<td>Islamic Edu</td>
<td>63.73%</td>
</tr>
<tr>
<td>Physics</td>
<td>Chemistry</td>
<td>73.36%</td>
</tr>
<tr>
<td>Chemistry</td>
<td>English</td>
<td>73.16%</td>
</tr>
<tr>
<td>Add Mathematics</td>
<td>Physics</td>
<td>70.70%</td>
</tr>
<tr>
<td>Add Mathematics</td>
<td>Chemistry</td>
<td>72.75%</td>
</tr>
</tbody>
</table>

Table 5 has shown the highest result after the subject has been combined is the combination of subjects Chemistry and Physics with the percentage 73.36%. The result is the same with the Chemistry subject without the combination of subject followed by the combinations of English and Chemistry subjects with the 73.16%.

Meanwhile the lowest result of the combination subjects is Islamic Education and History. As seen in Table 3 and Table 4, the Elective subject itself with the combination of the elective subjects has shown the higher data mining result compare to the combination with the core subjects. Hence the scenario seen, the educators need to work harder on the elective subjects in order to achieve the excellent class while to not ignoring in emphasizing the core subjects.

After analyzing the Naïve Bayesian model that applied to the data of the second semester, it is observed that Chemistry subject do affected the Excellent Class. The confusion matrix below shows the performance of accuracy on the Chemistry subject. A confusion matrix is a table that is used to describe the performance of a classification model on a set of test data.

4.1 Confusion Matrix:

<table>
<thead>
<tr>
<th></th>
<th>Excellent</th>
<th>Good</th>
<th>Average</th>
<th>Poor</th>
</tr>
</thead>
<tbody>
<tr>
<td>197</td>
<td>58</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>104</td>
<td>21</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>57</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

- Excellent: 197/257 × 100 = 77%
- Good: 104/144 × 100 = 72%
- Average: 57/86 × 100 = 66%
- Poor: 0/1 × 100 = 0%

From the results, the knowledge about the prediction model is presented. As it visualizes, the model has able to predict Excellent class with 77%, 72% for the Good class and 66% for the Average class. However this model unable to predict the poor class.

4.2 Analysis on Chemistry Subject

As the results shown that Chemistry Subject has the highest accuracy result itself or with the combination of other subjects, the research then goes deeper on the chemistry subject’s performance to identify the number of students by grades.
As we can see, 59 students have scored A+, A, and A- in Chemistry Subjects while 85 have scored B+ and B. The students who have scored A+, A, and A- for this subject have been categorized as Excellent for their SPM examination and 79/85 students that have scored B+ and B have also categorized in Excellent category. From the Figure above, it is observed that there are students whose obtain E and F grades with 168/488 that is equal to 34% compared to the A+, A, A-, B+, and B grades =30%.

5. CONCLUSIONS

The paper analyzed the potential use of one of the data mining technique called Naïve Bayesian algorithm in enhancing the quality of students’ performances at Sijil Pelajaran Malaysia level. The aim of this study is to examine the Naive Bayes algorithm which is one of the classification methods in data mining, to identify the hidden information between subjects that affected the performance of students in Sijil Pelajaran Malaysia (SPM). As discussed in Section 3, it is proven that core elective subject such as Chemistry do affected the Excellent category. Students that have scored with A or B in elective subjects are potentially inclined to categorize in Excellent class. Thus, this situation can be the matter of concern for the educators and the school management in order to come out with the better approach. This paper should be further enhance in future with different parameters and methods in order to classify the Poor category students. However it can be concluded that the students’ mastery of Language Subject such as English is as essential as having the mastery in Science and Mathematics Subjects as the results shows the combination of both English and Chemistry is 73.16%. Having full grasp in both the core subject and the elective subject will somehow influence the students’ overall academic performance. Proving that both of the subjects are of equally important in determining the students’ excellent performance.

For future work we may redefine our techniques with more attributes and data in order to get more accurate outputs that can be useful for teachers in order to improve the students’ learning outcomes for semester examination and Sijil Pelajaran Malaysia.
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