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ABSTRACT 

As the data increasing, retrieving useful information and knowledge for the users is an open issue in the 
text mining domain in spite of having many existed data mining techniques. We focused on this by 
conducting a survey over existed techniques with our new method called pattern discovery models. We 
found that the existed model yields few drawbacks like low frequency problem, effective usage of 
discovered patterns, noisy data, polysemy and synonymy etc. Most people felt with the hypothesis that 
pattern based methods will perform better than the term based techniques. We got support to prove our 
model is better example for effective use of patterns in text mining than the existed. 

Keywords: Text Mining, Pattern Evolving, Pattern Deploying, Information Retrieval, Pattern Taxonomy 
Model, Data Mining Techniques. 

1. INTRODUCTION 

As digital technology increased as well as e-data 
getting increased abundantly. The situation 
became very difficult for the user to get useful 
information from large amounts of data. Among 
those fields text mining one where the user can 
perform efficiently. In the last decade many such 
type of data mining techniques have been 
proposed but they suffered from frequency 
problem, effective usage of discovered patterns, 
noisy data, polysemy and synonymy etc. Hence 
we conducted a survey on these issues by 
comparing different models. As in the process of 
survey we known that pattern methods 
performed better than term based methods[1]. 

Structure of Data 

Due to digital technology scope increased while 
data capacity becoming huge. The data may 
contain improper structured and not organized 
well. Hence getting useful patterns are difficult. 
In this view we first focused on the structure of 
the data. On the type of data is unstructured data 
in  which documents having raw text may 
contains dates, numbers, facts in the documents 
is difficult to understand by the traditional 
programs.  

Many techniques have been proposed to get 
useful patterns from unstructured data as data 
mining, natural language processing(NLP) and 
text analytics these may interpret the information 
and also text mining is an efficient technique. 

The Unstructured Information Management 
Architecture (UIMA) standard provided a 
common framework for processing this 
information to extract meaning and create 
structured data about the information.  

The unstructured data information does not 
have a pre-defined data model or is not 
organized in a pre-defined manner. Examples of 
"unstructured data" may include books, journals, 
documents, metadata, healthrecords, audio, video
, analog data, images, files, and unstructured text 
such as the body of an e-mail message, Web 
page, or word-processor document. Unstructured 
data is a generic label for describing data that is 
not contained in a database or some other type 
of data structure .  Unstructured data can be 
textual or non-textual.  Textual unstructured data 
is generated in media like email messages, 
PowerPoint presentations, Word documents, 
collaboration software and instant messages.  
Non-textual unstructured data is generated in 
media like JPEG images, MP3 audio files 
and Flash video files. 

Structured data (Pre-defined and machine-
readable, is locatable and usually has a relational 
‘data model’ and usually is about real-world 
objects). Structured data refers to kinds of data 
with a high level of organization, such as 
information in a relational database. When 
information is highly structured and predictable, 
search engines can more easily organize and 
display it in creative ways. Structured data 
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markup is a text-based organization of data that 
is included in a file and served from the web. It 
typically uses the schema.org vocabulary an 
open community effort to promote standard 
structured data in a variety of online 
applications. Structured data markup is most 
easily represented in JSON-LD format, which 
stands for JavaScript Object Notation for Linked 
Data. For the most part, structured data refers to 
information with a high degree of organization, 
such that inclusion in a relational database is 
seamless and readily searchable by simple, 
straightforward search engine algorithms or other 
search operations; whereas unstructured data is 
essentially the opposite. 

Semi-structured data is a form of structured 
data that does not conform with the formal 
structure of data models associated 
with relational databases or other forms of data 
tables, but nonetheless contains tags or other 
markers to separate semantic elements and 
enforce hierarchies of records and fields within 
the data. Therefore, it is also known as self-
describing structure. 

2. TEXT MINING  

Text mining may be named as text data mining 
or text analytics is the process of getting 
effective usable information from text data bases 
by devising patterns since text is structured and 
unstructured. The phrase text mining is the 
process of any system analyzes huge amount 
natural language text to produce useful 
information [1]. Finally text mining is about 
looking for patterns in text. Text mining is the 
discovery of interesting knowledge in text 
documents. It is a challenging issue to find 
accurate knowledge (or features) in text 
documents to help users to find what they want.  

In the beginning, Information Retrieval (IR) 
provided many term-based methods to solve this 
challenge, such as Rocchio and probabilistic 
models [4], rough set models [23], BM25 and 
support vector machine (SVM) [34] based 
filtering models. The advantages of term based 
methods include efficient computational 
performance as well as mature theories for term 
weighting, which have emerged over the last 
couple of decades from the IR and machine 
learning communities. However, term based 
methods suffer from the problems of polysemy 
and 

synonymy, where polysemy means a word has 
multiple meanings, and synonymy is multiple 
words having the same meaning. The semantic 
meaning of many discovered terms is uncertain 
for answering what users want. 
 
Patterns in Text Mining 
 
A pattern is a regular and intelligible form or 
sequence discernible in the way in which 
something happens or is done. For example the 
pattern “LIB” is given less weight age than the 
pattern “JDK” because of low confidence and 
support. It is difficult to evaluate weight of the 
term LIB since inadequate scope. This is one of 
the aspects of our work to give solution. 
 
3. RELATED WORK & LITERATURE 

SURVEY 
 
Digital technology leads to effective growth of 
the digital data, handling which is an issue. 
Hence the importance of knowledge discovery 
and data mining role increased to give useful 
information and knowledge to the user by using 
its techniques association rule mining, frequent 
item set mining, sequential pattern mining, 
maximum pattern mining, and closed pattern 
mining. Because of this many domains benefited 
like market analysis, business management etc. 
All those concentrated generation of large 
number of patterns but failed how to utilize them 
effectively.  
 
Regarding these issues we conducted a survey 
which made us confident to further precede our 
work efficiently. In the survey we found few 
issues like polysemy and synonymy, the idea of 
many people having that pattern based 
approaches perform better than the term based, 
but many experiments do not support this 
hypothesis. There are two fundamental issues 
regarding the effectiveness of pattern-based 
approaches as low frequency and 
misinterpretation. We also conducted immense 
survey on experiments done on the latest data 
collection, Reuters Corpus Volume 1 (RCV1) 
and Text Retrieval Conference (TREC) filtering 
topics, to evaluate the proposed technique. The 
survey show that the proposed technique 
outperforms up-to-date data mining-based 
methods, concept-based models and the state-of-
the-art term based methods. 
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We also gone through the models such as 
Rocchio and probabilistic models rough set 
models [23], BM25 and support vector machine 
(SVM) [34] based filtering models. In our survey 
we identified that even term based model 
performing well but suffering from the problems 
of polysemy and synonymy, where polysemy 
means a word has multiple meanings, and 
synonymy is multiple words having the same 
meaning and failed to provide exact pattern to 
the user due to phrases have inferior statistical 
properties to terms, they have low frequency of 
occurrence and there are large numbers of 
redundant and noisy phrases among them. The 
alternate for these are effective pattern discovery 
model, uses the concepts of sequential patterns 
statistical properties like terms, pattern mining-
based approaches having closed sequential 
patterns, and pruned nonclosed patterns. 
 
Current research in the area of text mining 
tackles problems of text representation, 
classification, clustering, information extraction 
or the search for and modeling of hidden 
patterns. In this context the selection of 
characteristics and also the influence of domain 
knowledge and domain-specific procedures play 
an important role. Therefore, an adaptation of the 
known data mining algorithms to text data is 
usually necessary. 
 
4. KNOWLEDGE DISCOVERY 
 
Knowledge discovery is the process of nontrivial 
extraction of information from large databases, 
information that is implicitly present in the data, 
previously unknown and potentially useful for 
users. Many other terms carry a similar or 
slightly different meaning to data mining, such 
as knowledge mining from data, knowledge 
extraction, data/pattern analysis, data 
archaeology, and data dredging. Many people 
treat data mining as a synonym for another 
popularly used term, Knowledge Discovery from 
Data, or KDD. 
 
 

 
Fig 1. A Complete Knowledge Discovery Model 

 
Across a wide variety of fields, data are being 
collected and accumulated at a dramatic pace. 
There is an urgent need for a new generation of 
computational theories and tools to assist 
humans in extracting useful information 
(knowledge) from the rapidly growing volumes 
of digital data. These theories and tools are the 
subject of the emerging field of knowledge 
discovery in databases (KDD). 
 
Basic Definitions KDD is the nontrivial process 
of identifying valid, novel, potentially useful, 
and ultimately understandable patterns in data 
(Fayyad, Piatetsky-Shapiro, and Smyth 1996). 
Here, data are a set of facts (for example, cases 
in a database), and pattern is an expression in 
some language describing a subset of the data or 
a model applicable to the subset. It consists of an 
iterative sequence of the following steps: 

 
Data cleaning (to remove noise and inconsistent 
data) 
Data integration (where multiple data sources 
may be combined) 
Data selection (where data relevant to the 
analysis task are retrieved from the database) 
Data transformation (where data are 
transformed or consolidated into forms 
appropriate for mining by performing summary 
or aggregation operations, for instance) 
Data mining (an essential process where 
intelligent methods are applied in order to extract 
data patterns) 
Pattern evaluation (to identify the truly 
interesting patterns representing knowledge 
based on some interestingness measures). 
Knowledge presentation (where visualization 
and knowledge representation techniques are 
used to present the mined knowledge to the 
user). 
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5. DATA MINING METHODS FOR TEXT 
 

Data mining studies focused more on structured 
data but not unstructured data such as news 
articles, research papers, books, digital libraries, 
e-mail messages, and Web pages. Most of the 
data now a days available in electronic form in 
the text databases as semistrucutred hence 
importance to the modeling and implementation 
of it became great deal while information 
retrieval techniques needed more. The existed 
retrieval techniques are not adequate since 
analyzing and extracting useful information from 
huge data bases. User approached different tools 
regarding text data analysis and information 
retrieval to have useful information. 
 
Basic Measures for Text Retrieval: Precision and 
Recall 
 
In this section we discuss about the basic 
measures for text retrieval. The user may get 
documents based on his query given to the 
system. Among those documents how many 
retrieved documents are relevant to his work is a 
question, can be measured by using two 
techniques precision and recall. 
 
Precision: This is the percentage of retrieved 
documents that are in fact relevant to the query 
(i.e., “correct” responses). It is formally defined 
as 

 
Recall: This is the percentage of documents that 
are relevant to the query and were, in fact, 
retrieved. It is formally defined as 

 
An information retrieval system often needs to 
trade off recall for precision or vice versa. One 
commonly used trade-off is the F-score, which is 
defined as the harmonic mean of recall and 
precision: 

 
 
 

 
Relationship between the set of relevant 
documents and the set of retrieved documents  
 
6. TEXT RETRIEVAL METHODS 
 
We have two types of information retrieval 
methods which are document selection problem 
or as a document ranking problem. In document 
selection methods, the query is regarded as 
specifying constraints for selecting relevant 
documents. A typical method of this category is 
the Boolean retrieval model. Document ranking 
methods use the query to rank all documents in 
the order of relevance. For ordinary users and 
exploratory queries, these methods are more 
appropriate than document selection methods. . 
There are many different ranking methods based 
on a large spectrum of mathematical foundations, 
including algebra, logic, probability, and 
statistics. 
 
 The goal these methods are to approximate the 
degree of relevance of a document with a score 
computed based on information such as the 
frequency of words in the document and the 
whole collection. The (weighted) term-frequency 
matrix TF(d; t) measures the association of a 
term t with respect to the given document d: it is 
generally defined as 0 if the document does not 
contain the term, and nonzero otherwise. 
 

 
Besides the term frequency measure, there is 
another important measure, called inverse 
document frequency (IDF), that represents the 
scaling factor, or the importance, of a term t. 

 
where d is the document collection, and dt is the 
set of documents containing term t. In a complete 
vector-space model, TF and IDF are combined 
together, which forms the TF-IDF measure: 



Journal of Theoretical and Applied Information Technology 
31st August 2017. Vol.95. No.16 

 © 2005 - Ongoing JATIT & LLS   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
3978 

 

 
 
A term frequency matrix where each row 
represents a document vector, each column 
represents a term, and each entry registers 
freq(di; t j), the number of occurrences of termt j 
in document di. 
Based on this table we can calculate the TF-IDF 
value of a term in a document. For example, for 
t6 in d4, we have 
 

TF(d4; t6) = 1+log(1+log(15)) = 1.3377 
 

IDF(t6) = log(1+5/3)= 0.301 
Therefore, 

TF-IDF(d4; t6) = 1.3377x0.301 = 0:403 
A representative metric is the cosine measure, 
defined as follows. Let v1 and v2 be two 
document vectors. Their cosine similarity is 
defined as sim(v1;v2) =v1 . v2/|v1| |v2| 
 
 

 
 
There are several popular text retrieval indexing 
techniques, including inverted indices and 
signature files. An inverted index is an index 
structure that maintains two hash indexed or B+-
tree indexed tables: document table and term 
table, where document table consists of a set of 
document records, each containing two fields: 
doc id and posting list, where posting list is a list 
of terms (or pointers to terms) that occur in the 
document, sorted according to some relevance 
measure. term table consists of a set of term 
records, each containing two fields: term id and 
posting list, where posting list specifies a list of 
document identifiers in which the term appears. 
 
 
 
 

7. TEXT INDEXING TECHNIQUES 
 
There are several popular text retrieval indexing 
techniques, including inverted indices and 
signature files. An inverted index is an index 
structure that maintains two hash indexed or B+-
tree indexed tables: document table and term 
table, where document table consists of a set of 
document records, each containing two fields: 
doc id and posting list, where posting list is a list 
of terms (or pointers to terms) that occur in the 
document, sorted according to some relevance 
measure. term table consists of a set of term 
records, each containing two fields: term id and 
posting list, where posting list specifies a list of 
document identifiers in which the term appears. 
 
Query Processing Techniques: Once an 
inverted index is created for a document 
collection, a retrieval system can answer a 
keyword query quickly by looking up which 
documents contain the query keywords. 
 
Dimensionality Reduction for Text 
 
However, for any nontrivial document database, 
the number of terms T and the number of 
documents D are usually quite large. Such high 
dimensionality leads to the problem of inefficient 
computation, since the resulting frequency table 
will have size TxD. Furthermore, the high 
dimensionality also leads to very sparse vectors 
and increases the difficulty in detecting and 
exploiting the relationships among terms (e.g., 
synonymy). 
To overcome these problems, dimensionality 
reduction techniques such as latent semantic 
indexing, probabilistic latent semantic analysis, 
and locality preserving indexing can be used. 
 
8. TEXT MINING APPROACHES 
 
There are many approaches to text mining, 
which can be classified from different 
perspectives, based on the inputs taken in the 
text mining system and the data mining tasks to 
be performed. In general, the major approaches, 
based on the kinds of data they take as input, are: 
(1) the keyword-based approach, where the input 
is a set of keywords or terms in the documents, 
(2) the tagging approach, where the input is a set 
of tags, and (3) the information-extraction 
approach, which inputs semantic information, 
such as events, facts, or entities uncovered by 
information extraction. 



Journal of Theoretical and Applied Information Technology 
31st August 2017. Vol.95. No.16 

 © 2005 - Ongoing JATIT & LLS   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
3979 

 

Keyword-Based Association Analysis 
 
Such analysis collects sets of keywords or terms 
that occur frequently together and then finds the 
association or correlation relationships among 
them. Like most of the analyses in text 
databases, association analysis first preprocesses 
the text data by parsing, stemming, removing 
stop words, and so on, and then evokes 
association mining algorithms. 
 
The problem of keyword association mining in 
document databases is thereby mapped to item 
association mining in transaction databases, 
where many interesting methods have been  
developed. Term recognition and term-level 
association mining enjoy two advantages in text 
analysis: (1) terms and phrases are automatically 
tagged so there is no need for human effort in 
tagging documents; and (2) the number of 
meaningless results is greatly reduced, as is the 
execution time of the mining algorithms. With 
such term and phrase recognition, term-level 
mining can be evoked to find associations among 
a set of detected terms and keywords. Therefore, 
based on user mining requirements, standard 
association mining or max-pattern mining 
algorithms may be evoked. 
 
Document Classification Analysis 
 
Automated document classification is an 
important text mining task because, with the 
existence of a tremendous number of on-line 
documents, it is tedious yet essential to be able to 
automatically organize such documents into 
classes to facilitate document retrieval and 
subsequent analysis. Document classification has 
been used in automated topic tagging (i.e., 
assigning labels to documents), topic directory 
construction, identification of the document 
writing styles (which may help narrow down the 
possible authors of anonymous documents), and 
classifying the purposes of hyperlinks associated 
with a set of documents. 
 
Document Clustering Analysis: Document 
clustering is one of the most crucial techniques 
for organizing documents in an unsupervised 
manner. 
 
9. TEXT MINING ALGORITHMS 
 
We used the following text mining algorithms 
for our work. 

 
Algorithm Function 
Naive Bayes Classification 
Generalized Linear 
Models 

Classification, Regression 

Support Vector 
Machine 

Classification, 
Regression, Anomaly 
Detection 

k-Means Clustering 
Non-Negative 
Matrix 
Factorization 

Feature Extraction 

Apriori Association Rules 
Minimum 
Descriptor Length 

Attribute Importance 

 
10. CONCLUSIONS 
 
In this survey we had much knowledge about 
patterns, text mining and other techniques of text 
mining. These techniques include association 
rule mining, frequent itemset mining, sequential 
pattern mining, maximum pattern mining, and 
closed pattern mining. However, using these 
discovered knowledge in the field of text mining 
is difficult and ineffective. The reason is that 
some useful long patterns with high specificity 
lack in support. We argue that not all frequent 
short patterns are useful. Hence, 
misinterpretations of patterns derived from data 
mining techniques lead to the ineffective 
performance. The survey we studied existed 
about effective pattern discovery technique has 
been proposed to overcome the low-frequency 
and misinterpretation problems for text mining. 
The proposed technique uses two processes, 
pattern deploying and pattern evolving, to refine 
the discovered patterns in text documents. 
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