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ABSTRACT 

 The immense growth in the area of computer vision systems made motion detection and tracking an attrac-
tive research topic. Video surveillance is an vital area, its applications including both indoor and out-
door automated surveillance systems. In the context of smart home environments, surveillance systems 
have as principal end to control the safety and the security of materials and of people living in a domestic 
environment. The automatic analysis and understanding of behaviour and interactions is a crucial job in the 
design of socially intelligent video surveillance system. The automatic detection addresses several human 
factor issues underlying the existing surveillance systems. This paper introduces a technique for motion 
detection and tracking that incorporates several innovative mechanisms. The algorithm presented here is 
applicable only for binary images and it have two-step procedure. Most challenging task in any facial clas-
sification technique is the representation of face in terms of a vector. This vector provides input to a trained 
classifier and classifier performs final classification. Input vector should represent facial characteristics in 
most efficient manner such that while it contains all possible information about face. When the segmenta-
tion value becomes 1.5, could achieve 95% of tracking of the human in the real time video.   

Keywords-Background estimator, motion detection, image segmentation, object classification, auto threshold.  

1. INTRODUCTION 

In the recent years, there has been a rising 
stake in developing automatic human detection 
methods for video surveillance systems. The smart 
home concept [1] is interpreted as an integrated 
system that presents a range of advanced inspec-
tion and repairs to homeowners using a kind of 
intelligent, connected devices. The research in the 
area of computer vision surveillance [29] meets 
with the research in several smart home tech-
niques, especially in two important domestic as-
pects: (a) home health (ambient assisted living) (b) 
home security (vision-based human detection). 
However this paper, focus attention on vision 
based motion detection only. In reality, the relia-
bility with which potential foreground objects in 
movement can be identified, directly impacts on 
the efficiency and performance level achievable 
by subsequent processing phases of tracking 
and/or identification [29]. Nevertheless, detecting 
regions of change in images of the same scene is 
not a straightforward task since it manages not just 
depend on the characteristics of the Foreground 
(FG) elements, but likewise along the characteris-

tics of the ground (BG) such as, for example, the 
presence of vacillating elements. 

The motion detection on static scenes basics, 
which are the only factors in movement, will be 
the targets. In that manner, it is possible to study 
and solve issues relative to the role of different 
imaging sensors, the adaptation to different envi-
ronments, and to some dynamic, uncontrolled fac-
tors such as (gradual or global) changes in light. 

The main objective of this research was 
to implement a computer vision system (CVS) 
using digital photography and image analysis 
techniques to measure colour in face surfaces. 
Computer vision and pattern recognition systems 
play an important role in our lives by means of 
automated face detection, face and gesture recog-
nition, and estimation of gender and age.  

The rest of the paper has  been organized as 
follows. The architecture of real time motion de-
tection and tracking of a surveillance system is 
proposed in Section 2. Section 3 Introduces Initial-
ization and Motion Background Estimation object 
model to maintain the objects appear in a video 
scene. Section 4 talks about target tracking tech-
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niques and its types. In section 5 it aims to provide 
result and discussion. In section 6 explained about 
the conclusion and future work.    

1.1 System Framework for Motion Detection 

From this starting stage, any detected changed 
pixel will be counted every bit component of a 
foreground object. For that understanding, tech-
niques based on temporal data by applying a 
threshold frame difference could be accommodat-
ed. By depending on the temporal relationship 
between frames implied in the remainder, two 
different approaches can be defined. Then the 
background subtraction uses a reference frame to 
represent the scene background. That frame is 
normally put to the first captured image. Thus, a 
pixel is classified as foreground if its current value 
is considerably different from its value in the ref-
erence frame. There are two different situations 
can take place in real time natural world for the 
background estimation 

 1.2 Deal situation- There is no foreground object 
in the reference frame. In this case, the resulting 
image would be the same as the desired segmenta-
tion result. 

1.3 Natural (general) situation- Foreground ob-
jects may appear in the reference frame. Their 
presence makes background subtraction fail by 
providing false positives due to their perspective 
in the reference frame. The techniques based on 
temporally adjacent frames could be considered. 
Basically, this time differencing approach suggests 
that a pixel is moving if its intensity has signifi-
cantly changed between the current frame and the 
premature one. That is, a pixel belongs to a mov-
ing object. 

      |It(x) −It−1(x)|<τ                                    (1) 

Where It(x) represents the intensity value at pixel 
position x at time t and τ corresponds to a thresh-
old describing a significant intensity change. 

 
Figure 1. Framework Of The Real Time Motion 

Detection  And Tracking Of A Surveillance System. 
 

In [2] action taxonomy is defined, based on the 
degree of abstraction:   

1.3.1 Initialization.  

Ensuring that a system commences its operation 
with a correct interpretation of the current scene. 

1.3.2 Background estimator.  

The foreground and background luminance nor-
malized and an autothreshold values are merged 

1.3.3 Segmentation subsystem.  

 The Autothreshold block uses the difference in 
pixel values between the normalized input image 
and the background image to determine which 
pixels correspond to the moving objects in the 
scene. 

1.3.4 Detection Subsystem.  

The Close block merges object pixels that are 
close to each other to create blobs. Next, the Blob 
Analysis block calculates the bounding boxes of 
these blobs. Finally merges the individual bound-
ing boxes so that each person is enclosed by a sin-
gle bounding box.  

1.3.5 Tracking.  

Segmenting and tracking humans in one or more 
frames. 

1.3.6 Recognition.  

Recognizing  the identity of individuals as well as 
the actions, activities and behaviors performed by 
one or more humans in one or more frames. 

In this way, if any changes were detected by 
subsystems, it will explain the properties of 
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that change using Simulink model adviser 
(Mat lab R2013a).  

 
2 . INITIALIZATION AND MOTION BACK-

GROUND  ESTIMATION 

2.1Environment Modeling 

Motion detection aims at segmenting regions 
corresponding to moving objects from the rest of 
an image [3]. Subsequent steps such as tracking 
and behavior recognition are greatly dependent on 
it. Initialization of vision-based human motion 
capture and analysis often requires the definition 
of a humanoid model approximating the shape, 
appearance, kinematic structure, and initial pose of 
the subject to be tracked[2]. The most algorithms 
for three Dimension pose estimation continue to 
use a manually initialized generic model with limb 
lengths and shape that approximate the individual. 
To automate the initialization and improve the 
quality of tracking a limited number of authors 
have investigated the recovery of more accurate 
reconstructions of the subject from single or mul-
tiple view images[14].  

2.2 Buffer block 

In this section of mat lab Simulink a mul-
tichannel sample-based and frame-based signals 
can be buffered into multichannel frame-based 
signals using the Buffer block. The frame status of 
a signal refers to whether the signal is sample 
based or frame based. In a Simulink model, the 
frame status is symbolized by  

i. A single line “→” for a sample-
based signal  

ii. A double line “⇒” for a frame-based 
signal. 

It is a one way to convert a sample-based signal to 
a frame-based signal is by using the Buffer block. 

 

Figure 2. The Simulink Part Of The Background (BG) 
Estimation 

The process of motion detection usually in-
volves environment modeling, motion segmenta-

tion, and object classification, which intersect each 
other during processing [3]. The BG estimation 
makes an output image for the reference frame. It 
becomes the first output image for the total pro-
cess and also a key to segmentation subsystem. 

3. SEGMENTATION SUBSYSTEM 

Segmentation is defined by Subdivide an 
image into its constituent regions or objects. In the 
Segmentation subsystem, the Autothreshold block 
uses the difference in pixel values between the 
normalized input image and the background image 
to determine which pixels correspond to the mov-
ing objects in the scene. Where segmentation in 
image sequences aims at  

Figure. 3 The Working Of Image Segmentation System 
 
detecting regions corresponding to moving objects 
such as vehicles and humans [3]. Detecting mov-
ing objects or human provides a focus of attention 
for later processes such as tracking and behavior 
analysis because only those regions need be con-
sidered in the later processes. The system chooses 
automatically “Similarity” of human motion from 
the surveillance camera video. 

The auto threshold block converts an in-
tensity image to a binary image using a threshold 
value computed using Otsu's method. It deter-
mines the threshold by splitting the histogram of 
the input image such that the variance for each of 
the pixel groups is minimized. 

 

Figure. 4 Segmentation system for the input video with 
corrected BG and FG 
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Optionally, the block can output a metric 
that indicates effectiveness of thresholding of the 
input image. The lower bound of the metric (0) is 
attainable only by images having a single gray 
level, and the upper bound (1) is attainable only by 
2- valued images. 

Use the thresholding operator parameter 
to specify the condition the block places on the 
input values. By selecting > and the input value is 
greater than the threshold value, the block outputs 
1 at the BW port, otherwise, it outputs 0 

f(x, y) represents input for the segmenta-
tion and T represents given threshold value of the 
total system 

 

 

 

 

At present, most segmentation methods 
use either temporal or spatial information in the 
image sequence. Here the foreground masked im-
age will be presented as an output image for the 
BG subtraction. Based on the luminance normali-
zation and autothreshold process will execute the 
first frame of the video taken for this BG subtrac-
tion.  

 

 
Figure 5. Background Estimation For The College Sur-

veillance Cam Video 
 

3.1 Object Classification 

In the Detection subsystem, the Close block 
merges object pixels that are close to each other to 
create blobs. For example, pixels that represent a 
portion of a person, bodies are grouped together. 
Next, the Blob Analysis block calculates the 
bounding boxes of these blobs. In the final step, 
the Detection subsystem merges the individual 
bounding boxes so that each person is enclosed by 
a single bounding box. 

.                                            
Figure. 6  Detection Subsystem For The Segmented 

Input Video. 

 

Different moving regions may correspond to 
different moving targets in natural scenes. For 
instance, the image sequences captured by surveil-
lance cameras mounted in college campus scenes 
probably include students, vehicles and other 
moving objects such as flying birds and moving 
clouds, etc. To further track objects and analyze 
their behaviors, it is essential to correctly classify 
moving objects. Object classification can be con-
sidered as a standard pattern recognition issue.  

At present, there are two main categories of 
approaches for classifying moving objects. 

1) Shape-based classification 
2) Motion-based classification 
After selecting the Background estima-

tion for the college student’s video, it will classify 
the detected object by rectangular box. 

 
 

Figure 7. Detection Subsystem Output Image 
 

Shape-based classification method has 
been followed in this project work because it is 
one of the easy & fast ways to get output bounding 
boxes on the motion images. 
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3.2 Blob Analysis block 

Use the Blob Analysis block to calculate 
statistics for labeled regions in a binary image. 
The block returns quantities such as the centroid, 
bounding box, label matrix, and blob count. The 
Blob Analysis block supports input and output 
variable size signals. 

3.3 Bounding box 

Suppose there are two blobs, 
where x and y define the location of the upper-left 
corner of the bounding box, and w, h define the 
width and height of the bounding box. The block 
outputs at the Bounding box (BBox) port. 

                                    (2) 

Select this check box to output an M-by-4 matrix 
of [x y width height] bounding boxes. The rows 
represent the coordinates of each bounding box, 
where M represents the number of blobs. The 
above steps are clearly showing how the object 
classification, initialization and motion back-
ground estimation done for an analog input video. 

4. TRACKING 
 
An activity recognition system can be 

viewed as proceeding from a sequence of images 
to a higher level interpretation in a series of steps 
[11], [12], [13]. The major steps involved are the 
following: 

i. Input video 
ii. enable 

iii. position 
iv. number of blobs 

After motion detection, track the targets 
are there is any target detected in the current video 
frame. The tracking algorithms usually have con-
siderable intersection with motion detection dur-
ing processing. Tracking over time typically in-
volves matching objects in consecutive frames 
using features such as points, lines or blobs. Use-
ful mathematical tools for tracking include the 
Kalman filter, the Condensation algorithm, the 
dynamic Bayesian network, the geodesic method, 
etc.  

Tracking methods are divided into four 
major categories. Region-based tracking, active-
contour-based tracking, feature based tracking, 
and model-based tracking. It should be pointed out 
that this classification is not absolute in that algo-
rithm from different categories can be integrated 
together [4]. 

4.1 Region-Based Tracking 
Region-based tracking algorithms track 

objects according to variations of the image re-
gions corresponding to the moving objects. For 
these algorithms, the background image is main-
tained dynamically [5], [6], and motion regions 
are usually detected by subtracting the background 
from the current image. Wren et al. [7] explore the 
use of small blob features to track a single human 
in an indoor environment. In their work, a human 
body is considered as a combination of some blobs 
respectively representing various body parts such 
as head, torso and the four limbs. Meanwhile, both 
human body and background scene are modeled 
with Gaussian distributions of pixel values. Final-
ly, the pixels belonging to the human body are 
assigned to the different body part’s blobs using 
the log-likelihood measure. 

Therefore, by tracking each small blob, 
the moving human is successfully tracked. Recent-
ly, McKenna et al. [8] propose an adaptive back-
ground subtraction method in which color and 
gradient information are combined to cope with 
shadows and unreliable color cues in motion seg-
mentation.  
Tracking is then performed at three levels of ab-
straction:  

i. Regions  
ii. People 

iii. Groups.  
Each region has a bounding box and re-

gions can merge and split. A human is composed 
of one or more regions grouped together under the 
condition of geometric structure constraints on the 
human body and a human group consists of one or 
more people grouped together. Therefore, using 
the region tracker and the individual color appear-
ance model, perfect tracking of multiple people is 
achieved, even during occlusion. As far as region-
based vehicle tracking is concerned, there are 
some typical systems such as the CMS mobilizer 
system supported by the Federal Highway Admin-
istration (FHWA), at the Jet Propulsion Laborato-
ry (JPL) [9], and the PATH system developed by 
the Berkeley group [10]. Although they work well 
in scenes containing only a few objects (such as 
highways), region-based tracking algorithms can-
not reliably handle occlusion between objects. 
Furthermore, as these algorithms only obtain the 
tracking results at the region level and are essen-
tially procedures for motion detection, the outline 
or 3-D pose of objects cannot be acquired. (The 3-
D pose of an object consists of the position and 
orientation of the object). Accordingly, these algo-
rithms cannot satisfy the requirements for surveil-
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lance against a cluttered background or with mul-
tiple moving object. 

 
4.2 Active Contour-Based Tracking 

Active contour-based tracking algorithms 
track objects by representing their outlines as 
bounding contours and updating these contours 
dynamically in successive frames [11], [12], [13], 
[14]. These algorithms aim at directly extracting 
shapes of subjects and provide more effective de-
scriptions of objects than region-based algorithms. 
Paragios et al. [15] detect and track multiple mov-
ing objects in image sequences using a geodesic 
active contour objective function and a level set 
formulation scheme. Peterfreund [16] explores a 
new active contour model based on a Kalman fil-
ter for tracking no rigid moving targets such as 
people in spatial velocity space. Isard et al. [17] 
adopt stochastic differential equations to describe 
complex motion models, and combine this ap-
proach with deformable templates to cope with 
people tracking. Malik et al. [18], [19] have suc-
cessfully applied active contour-based methods to 
vehicle tracking. 

In contrast to region-based tracking algo-
rithms, active contour-based algorithms describe 
objects more simply and more effectively and re-
duce computational complexity. Even under dis-
turbance or partial occlusion, these algorithms 
may track objects continuously. However, the 
tracking precision is limited at the contour level. 
The recovery of the 3-D poses of an object from 
its contour on the image plane is a demanding 
problem. A further difficulty is that the active con-
tour-based algorithms are highly sensitive to the 
initialization of tracking, making it difficult to 
start tracking automatically. 

 
5. FEATURE BASED TRACKING 

 
Feature-based tracking algorithms perform 

recognition and tracking of objects by extracting 
elements, clustering them into higher level fea-
tures and then matching the features between im-
ages. Feature-based tracking algorithms can fur-
ther be classified into three subcategories accord-
ing to the nature of selected features: global fea-
ture-based algorithms, local feature-based algo-
rithms, and dependence-graph-based algorithms. 

i. The features used in global feature-based  
algorithms include centroids, perimeters, areas, 
some orders of quadrature and colors [20], [21], 
etc. Polana et al. [22] provide a good example of 
global feature-based tracking. A Person is bound-
ed with a rectangular box whose centroid is select-

ed as the feature for tracking. Even when occlu-
sion happens between two persons during track-
ing, as long as the velocity of the centroids can be 
distinguished effectively, tracking is still success-
ful. 
       ii.The features used in local feature-based 
algorithms include line segments, curve segments, 
and corner vertices [23], [24], etc. 
       iii. The features used in dependence-graph-
based algorithms include a variety of distances 
and geometric relations between features [25]. 
 
5.1Model-Based Tracking 

In the Tracking subsystem, the Kalman Filter 
block uses the locations of the bounding boxes 
detected in the previous frames to predict the loca-
tions of these bounding boxes in the current frame. 
To determine the locations of specific people from 
one frame to another, the example compares the 
predicted locations of the bounding boxes with the 
detected locations. This enables the example to 
assign a unique color to each person. The example 
also uses the Kalman Filter block to reduce the 
effect of noise in the detection of the bounding 
box locations. 

Model-based tracking algorithms track objects 
by matching projected object models, produced 
with prior knowledge, to image data. The models 
are usually constructed off-line with manual 
measurement, CAD tools or Mat lab computer 
vision techniques. 

As model-based rigid object tracking and 
model-based no rigid object tracking are quite 
different, the review separately model-based hu-
man body tracking (non- rigid object tracking) and 
model-based vehicle tracking (rigid object track-
ing). In the Positions window, the example plots 
the coordinates of the bounding boxes over time. 
The coordinates of each bounding box are defined 
by the row and column location of its upper-left 
corner as well as its width and height. According-
ly, each person in the video corresponds to four 
lines in the plot. 

The general approach for model-based human 
body tracing is known as analysis-by-synthesis, 
and it is used in a predict-match-update style. 
Firstly, the pose of the model for the next frame is 
predicted according to prior knowledge and track-
ing history. Then, the predicted model is synthe-
sized and projected into the image plane for com-
parison with the image data. Because the Kalman 
Filter block reduces noise, the bounding box posi-
tions calculated by the Tracking subsystem have 
smoother trajectories than those calculated by the 
Detection subsystem. 
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Figure 8. Student’s Body Tracked In The College Sur-
veillance Cam Video 

5.1.1 Human body models: 
       Construction of human body models is the 
base of model-based human body tracking 

i. 2-D contour 
ii. Volumetric models 

iii. Hierarchical model. 
iv. Stick Figure 

5.1.2 Motion models:  
        Motion models of human limbs and joints are 
widely used in tracking. They are effective be-
cause the movements of the limbs are strongly 
constrained 
5.1.3 Search strategies:  

Pose estimation in a high-dimensional body 
conFigureuration space is intrinsically difficult, 
so, search strategies are often carefully designed to 
reduce the solution space. 

 
6. RESULT AND DISCUSSION 

In the Detected window, the people in the 
scene are surrounded by bounding boxes. The 
example assigns each bounding box a color based 
on the order that each person is detected. For ex-
ample, mostly six persons were detected in each 
frame with a bounding box. The formal        color 
representation for six persons is red, navy blue, 
green, yellow, pink and blue. The color of these 
boxes changes because the people in the scene 
are not tracked simultaneously. In the Tracked 
window, each person has a unique bounding box 
color for the duration of the video. This dimin-
ished speed (the max is 33.81 fps) was caused by 
requiring us to view the video stream to move the 
camera to follow a person during recording, 
while having the system store a secondary video 
stream to disk for later experimentation. The 
graph results over a 51 seconds (510 frames) vid-
eo sequence from a typical day at the college 
campus site in the following graph 

  

 

Figure 9. This Original Graph Illustrates Position Of 
Detection Of    Human Motion From The College Stu-

dent’s Video. 
 

 
Figure 10. This Original Graph Illustrates Position  Of 

Tracking Of Human  Motion From The College Stu-
dent’s Video. 

Figureure 9 and 10 shows the two main fac-
tors human motion detection and tracking through 
the scene and the speed to process the video feed 
in real-time. We have shown that with the help of 
Kalman filter algorithms. It is possible to detect 
and track a person passing through a scene mo-
ment. 

The video signal used in my experiments it is 
provided by a Dell video web camera at a resolu-
tion of YUY2_160x120. The entire experiment 
was conducted using an Intel Core2Duo T6600 @ 
2.20GHz computer with 3 GB of RAM. 

Table 1. Experimental Results Illustrates Maximum 
Position Of Tracking & Detection Of Human Motion 

Rate 
Video 
 format 

No of 
People 

Seg-
menta-
tion 
Value 

False 
posi-
tive 
rate 
% 

Trac
king 
rate 
% 

Gray scale  
Video 
Input 

0 0 0 0 
1 0.5 0 75 
2 1.0 15 80 
4 1.5 5 95 
3 2 20 80 
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As per the plotted graph values if the 
segmentation threshold scale value is 1.5, the high 
tracking rate is achieved. 

 
 

Figure 11. This Graph Illustrates Human Tracking Rate 
Vs. Number Of People Tracked 

 

 
Figure 12. This Graph Illustrates Human Tracking Rate 

Vs. False Positive Rate 

The plotted graph value shows the high 
tracking rate is achieved when the false positive 
rate is too low. In this paper have studied the basic 
case of motion detection, motion tracking in 
scenes with background motionless, aiming at 
analysing and solving different issues referred to 
the use of different imaging sensors, the adapta-
tion to different environments, different motion 
speed, the shape changes            of the targets, or 
some uncontrolled dynamic factors such as, for 
instance, gradual/sudden illumination changes. A 
new low cost intelligent system was presented 
based on fast pixel selection and optic flow. The 
results shown the system was capable of detecting 
and tracking any moving target. Future work can 
be concentrate on classifying the target and per-
sonal identification for surveillance cameras. 

7.  CONCLUSION 

This paper presents a fast and efficient algo-
rithm based on the combination of Kalman filter-

ing in order to track multiple persons even under 
occlusions. The system is capable of tracking mul-
tiple objects in regular indoor/outdoor environ-
ments.  A  dynamic  background  subtraction  al-
gorithm  in  addition to  a  shadow  detection  and  
removal  techniques  are  integrated into the sys-
tem to facilitate and enhance the tracking process . 
This paper work deals color modelling of a per-
son’s body parts and eventually behaviour recog-
nition. 

Further the problem of “who is now entering 
the area under surveillance” is of increasing im-
portance for visual surveillance [3]. Such personal 
identification can be treated as a special behavior 
understanding problem. Human face and gait are 
now regarded as the main biometric features that 
can be used for personal identification in surveil-
lance systems [26].  

 

However, the proposed model has some 
limitations.   Database used does not contain any 
facial images having spectacles.  Handling such 
complex situations involves lot of complications 
as in presence of specs accurately identification of 
eye centres is very difficult.   Other possibility of 
improvement in proposed model is to handle facial 
images if some part of face is covered.  Some of 
the threshold values used are determined experi-
mentally which can be improved by further in-
creasing training set. Improvement in accuracy of 
feature extraction algorithm can also further im-
prove the performance of proposed system. There-
fore, developing an integrated face recognition 
system involving all of the above steps is critical 
for visual surveillance. In future, the same system 
will be developed with an instant “name voice” 
output for detected human in real time video. That 
development will be helpful and more intelligent 
for the visually challenge people.  
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