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ABSTRACT 
 

With the increase in the usage of web services in all business activities, the enormous amount of data is 
created and stored on different cloud servers. It is a challenging task to recommend the appropriate web 
services according to the demands of the user. The web recommendation techniques mainly concentrate on 
the mining of the association patterns among the web services from the historical compositions. But, the 
negative patterns denote the incorrect combination of web services. An accurate service recommendation 
model is presented by combining the positive patterns with the negative patterns in the large web service 
network. This paper proposed an intelligent service recommendation model for service usage pattern 
discovery in secure cloud computing environment. A RuleScore algorithm is proposed for predicting the 
future service collaboration based on the mined rules. The experiments on the real-time and synthetic 
datasets show that the proposed model ensures effective recommendation of web services in a large-scale 
network. 

Keywords: Association Rule Mining, Cloud Computing, RankScore, Semantic Tag, Web Service 
Recommendation 

 
1. INTRODUCTION  
 

The cloud involves the usage of computational 
sources such as hardware and software resources 
that are delivered as a service over the Internet to 
the users or clients across worldwide. The cloud 
computing defines the usage of shared set of virtual 
and physical computational resources such as 
servers, data storage resources and network 
resources. It offers high flexibility, scalability and 
reliable hosting services to the users. Fig.1 depicts 
the cloud model comprising service models and 
deployment models. The service models of the 
cloud computing architecture are 

Software as a Service (SaaS): It enables access 
to the applications to the users or clients through the 
Internet. 

Platform as a Service (PaaS): It allows the user 
to create own applications that run on the 
infrastructure of the Cloud Service Provider (CSP). 

Infrastructure as a Service (IaaS): It enables 
usage of resource such as virtual server, network 
connection and load balancers. 

 

The deployment models of the cloud computing 
architecture are described below 

Private Cloud: It is a secure environment that 
can be accessed by a single business organization. It 
can be maintained and managed by that 
organization or other third-party agency. The 
private clouds provide the computational service 
within a virtualized environment using a group of 
computing resources. Microsoft Azure is one of the 
private clouds that enable the clients to create the 
private cloud infrastructure using Windows server 
and dynamic data center tool kit. The main 
advantages of the private cloud are higher security 
and data control. 

Public Cloud: In a public cloud, the CSP hosts 
and shares the services and infrastructure to the 
clients through Internet. The Amazon Elastic 
Compute Cloud is one of the public clouds. The 
public cloud services are available through the 
Internet, by enabling remote access to the clients 
and business enterprises from multiple locations. 
The public clouds are highly vulnerable to the 
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security attacks when compared to the private 
clouds, due to the high levels of data accessibility. 

Community Cloud: It is a multi-client 
infrastructure that is shared among a group of 
various business organizations having a common 
set of the computing requirements such as security 
policies, audit requirements and facilities. The main 
goal of the community cloud is to provide the 
benefits of both public and private clouds.  

Hybrid Cloud: It integrates both the private 
cloud and public cloud to provide individual cloud 
services within the same business organization. 
Hence, the profit of the business organization is 
increased by employing the public cloud services 
for all non-sensitive operations and private cloud 
services during the requirements. 

The challenges in the cloud computing are 

 Lack of resources for user demands 
 Lack of energy-efficient resource allocation 

schemes 
 Resource sharing and adoption 
 Data transfer bottlenecks 
 Security threats 

1.1 Data Mining Techniques 

Data mining is done over a large volume of 
data to obtain information for making better 
decisions. The root of the data mining lies in the 
statistics, mathematics, information theory, 
artificial intelligence, machine learning techniques, 
etc. It searches the huge databases and data 
warehouses to find the hidden data or patterns. The 
data mining technique is the best technique for 
predicting the future patterns and trends to make 
wiser decisions for the business organizations. 

1.2 Motivation and Objective 

With the rapid increase in the number of 
available web services, manual selection of web 
services from a huge one is inefficient. Various 
automatic composition techniques (1-7) are 
proposed to improve the efficiency in the selection 
of web service. Among them, frequent pattern-
based composition techniques (1), (5), (6), (8-10), 
receive a great deal of interest. With the rapid 
growth in the number of service compositions, most 
compositions follow the common business models 
and usage patterns (6). If the dataset of previous 
service compositions is given, the frequently 
occurred service composition patterns can be found 
out and recommendation of service compositions 
can be made based on the patterns.  

The frequent patterns provide positive rules 
that summarize the relationships between 
correlations, collaborations and match between 
services in created compositions (2). There are 
negative rules in the compositions representing the 
functionality non-correlation, conflicts or 
competitions between services (11). If two services 
satisfy a negative rule, they do not cooperate in a 
same composition. The service recommendation is 
improved by considering the negative rules. Due to 
critical challenges, implementation of negative 
rules is an insignificant task. It is difficult to find 
the negative rules and combine with the positive 
rules. As there is no explicit information provided 
on the non-correlation of services with each other, 
it is impossible to find negative rules from the 
previously created service compositions. The direct 
method is to obtain the never-collaborated services 
as uncorrelated services. But, this suffers from the 
following problems: The number of never 
collaborate service pairs are much greater than 
ever-collaborated service pairs, as the network is 
partial and sparse (12). This brings data imbalance 
in model training (13). As the never collaborated 
services may originate from the incompletion of 
dataset, they cannot be simply considered as 
negative relations. There is a probability of 
cooperation between these never collaborated 
services in future (14). Introduction of negative 
rules will not improve the prediction accuracy (15, 
16). In extreme situation, the recommendations 
given by the negative rules and positive rules are 
identical. If it is true, there is no improvement in 
prediction accuracy (17).  

The data owners want to upload their data to 
the cloud environment. This causes an increase in 
the security concerns such as data confidentiality, 
privacy, authentication and access control. The 
continuous rise in the usage of the cloud computing 
system provides features such as mobility, high 
resource availability and affordable services. The 
major issues in the cloud computing environment 
are the resource availability and security. An 
efficient model should be developed to satisfy these 
issues. To address this issue, this paper proposes an 
intelligent service recommendation model for the 
discovery of service usage pattern in a secured 
cloud computing environment. As the negative 
patterns aid in the improvement of the 
recommendation performance, the positive and 
negative rules should be combined for prediction. 
The main objective of the proposed model is to 
recommend the best services to the users based on 
their demands. 
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Fig.1 Cloud computing environment and deployment 

models in the cloud environment 

1.3 Contributions of proposed work 

The main contributions of the proposed service 
recommendation model are 
 A novel association rule mining algorithm is 

proposed for finding the positive and negative 
rules in a constant representation of semantic 
tags from the previously generated service 
compositions that address the data imbalance 
issues.  

 A rule-based service recommendation model 
called as RuleTree and a rule evaluation model 
referred as RuleScore are proposed to predict 
the future service collaboration based on the 
mined rules and prove the value of negative 
rules in the generation of service compositions. 

Various experiments are conducted on both the 
real-time and synthetic datasets to prove that the 
proposed model outperforms the baseline 
algorithms. 

The paper is schematized as follows: An 
overview of the research works relevant to the 
service recommendation techniques is described in 
Section II. Section III presents the cloud data 
mining framework, including rank-based and 
weighted association rule mining and cloud data 
mining architecture. Section IV explains the 
association rule mining concept. Section V presents 
the tag-based service recommendation and Section 
VI explains the RuleScore algorithm. Section VII 
gives the experimental setup including the 
description about the real-time and synthetic 
datasets. Section VIII illustrates the performance 
analysis of the proposed model. The comparative 
analysis of the proposed model with the existing 
service recommendation method is described in 
Section IX. Section X describes the conclusion of 
the proposed intelligent service recommendation 
model. 

2. EXISTING SERVICE 
RECOMMENDATION TECHNIQUES 

A keyword-aware service recommendation 
method is proposed for efficient recommendation 
of appropriate services to the users (18). A novel 
framework that exploits a user-centric strategy is 
presented to enable personalized Quality of Service 
(QoS) evaluation of the cloud services (19). A 
novel service recommendation approach is 
proposed to improve the service selection 
efficiency for multi-tenant Software-as-a-Service 
(SaaS) (20). Jung et al. (21) introduced a platform 
for recommending various cloud configurations 
based on the user preferences. A real-time multi-
criteria QoS-aware decision making technique is 
presented for selecting the Infrastructure-as-a-
Service (IaaS) (22). Guo et al. (23) reviewed 
various cloud service recommendation methods 
focusing on the collaborative filtering and 
discussed the research challenges and opportunities 
for service recommendation. The Preference-based 
cLoud Service Recommender providing 
optimization as brokerage service is discussed 
(24). The recommender uses a holistic multi-criteria 
decision making approach. The design and 
implementation of the cloud-based service 
recommendation system used for discovering and 
suggesting the best mobile services to the users is 
described (25). A mechanism for selecting the 
optimal public cloud service at the IaaS and PaaS is 
recommended (26). Aznoli and Navimipour (27) 
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conducted a systematic review and comparison of 
recommender systems based on the scalability, 
accuracy, availability and trust attributes. A cloud 
service recommendation approach is proposed 
based on the trust measurement for potential cloud 
users by using ternary interval numbers (28). A 
correlated QoS ranking algorithm is proposed to 
predict the personalized ranking for the selection of 
service by an active cloud user (29). A survey of 
recent cloud service recommendation approaches 
based on the security is presented (30). However, 
the existing recommendation approaches do not 
distinguish the positive and negative preferences of 
the users from their reviews for more accurate 
predictions. To overcome this issue, this paper 
presents an accurate service recommendation model 
by combining the positive patterns with the 
negative patterns in the large web service network. 

3. CLOUD DATA MINING FRAMEWORK 

The data mining techniques are required to 
predict the future patterns of the next generation 
cloud computing environment. The association rule 
mining technique is combined with the cloud 
computing environment. The proposed model 
allows the users or the business organizations to 
centralize the server management, data storage, 
hardware and software resources.  It allows the 
signification reduction in the time required to 
identify the best resources for the demands of the 
users and provides secure services for the users and 
business organizations. The proposed model allows 
the user to retrieve meaningful information from 
the cloud data store. It provides information about 
the interests and behavior of the clients, resource 
accessibility by the clients and security information. 

3.1 Rank-based and Weighted Association Rule 
Mining 

This comprises two measures  
 Weighted Condensed Support confidence 

(WCS) 
 Weighted Condensed Confidence (WCC) 

ሺܼሻܵܥܹ ൌ ቐ

∑ ௐೖሺ௓ሻ
೘
ೖసభ

௠ᇲሺ௓ሻ
, ݂݅	|ܼ| ൐ 1

∑ ௐೖሺ௓ሻ
೘
ೖసభ

௠
, ݂݅	|ܼ| ൌ 1

       (1) 

Where ݉ᇱሺܼሻ is described as follows 
݉ᇱሺܼሻ ൌ

max
ሺ௚೔௓,ொୀ|௓|ሻ

൛∑ ܫܤ ௞ܶଵ,
௠
௞ୀଵ ∑ ܫܤ ௞ܶଶ, … , ∑ ܫܤ ொܶ

௠
௞ୀଵ

௠
௞ୀଵ ൟ

(2) 
Where Q represents the total number of datasets in 
a data storage ܵ|ܼ| ൐ 1. 

ܣሺ	ܥܥܹ → ሻܥ ൌ
ௐ஼ௌሺ஺∪஼ሻ

ௐ஼ௌሺ஺ሻ
ൌ

ௐ஼ௌሺ௓ሻ

ௐ஼ௌሺ஺ሻ
        (3) 

Apriori High Utility Discovery Data Set (HUDS) 
Input: Data matrix D(rows=datasets, 
columns=samples) 
Output: Set of rules Rules, support RuleSupp, 
confidence RuleConf 
Step 1: RankApriori-HUDS() 
Step 2: { 
Step 3: Normalize the Data Matrix D 
Step 4: Calculate rank of datasets 
Step 5: Assign weights wt(:) to all datasets to their 
ranks rank(:) 
Step 6: Select initial seed value for using k-means 
clustering 
Step 7: Initialize k=1 
Step 8: Find Frequent Data Sets (FDS) 
Step 9: ܵܦܨ௞ ൌ ሼ݅|݅ ∈ ሺ݅ሻܵܥ1ܹܣ ൒
min	_݌݌ݑݏݓሽ 
Step 10: Repeat 
Step 11: k=k+1 
Step 12: Generate Candidate DataSets ܵܦܥ௞ from 
 ௞ିଵܵܦܨ
Step 13: For each CDS, ܿ€ܵܦܥ௞  
Step 14: { 
Step 15: Calculate WCS(:) for each CDS c 
Step 16: If ሺܹܵܥሺ: ሻ ൒ min	_݌݌ݑݏݓሻ then 
Step 17: { 
Step 18: ܵܦܨ௞ ← ሾܵܦܨ௞: ܿሿ 
Step 19: Generate rules, rule(:) from the FDS c 
Step 20: Determine WCC(:) for every rule(:) 
Step 21: For every rule, ݈݁ݑݎ€ݎሺ: ሻ 
Step 22: { 
Step 23: If ሺܹܥܥሺݎሻ ൒ min	_݂݊݋ܿݓሻ then  
Step 24: { 
Step 25: Store the value of r in resultant rule-list 
rules with its WCS and WCC 
Step 26: ܴݏ݈݁ݑ ← ,ݎ ݌݌ݑ݈ܵ݁ݑܴ ←
݂݊݋ܥ݈݁ݑܴ	݀݊ܽ	ሻݎሺܵܥܹ ←  ሻݎሺܥܥܹ
Step 27: } 
Step 28: } 
Step 29: } 
Step 30: } 
Step 31: until ܵܦܭ௞ ൌ  
Step 32: } 

3.2 Cloud Data Mining Architecture 

Fig.2 illustrates the cloud data mining model 
architecture integrated with the proposed model. 
The proposed model provides great management 
capabilities in terms of ranking datasets and 
providing security. As the proposed model 
identifies the best frequently used datasets, the 
users will get the best datasets for their queries. A 
secure communication is enabled between the users 
and datasets. 
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4. ASSOCIATION RULE MINING 

Association rule mining is an emerging research 
topic in the data mining field, for the discovery of 
interesting relationship between the database items. 
The most prevalent frequent pattern mining 
algorithms are Apriori, Eclat and FP-growth. The 
frequent patterns of the items are discovered from 
the huge transactional database by using the co-
occurrence metrics such as support, confidence and 
lift. Also, association rule mining is the recent 
approach in the service computing.  

Shafiq et al. (31) proposed a semantic Frequent 
Pattern (FP) Growth-based algorithm to find the 
possible service correlations from the service 
execution logs to improve the service ranking and 
recommendation performance. The mined rules are 
used for prefiltering the web services to reduce the 
search space during the ranking and 
recommendation process. But, this approach 
demands an additional task to generate semantic 
logs from the original log data before the rule 
mining. 

Khanh Dam (9) employed association rule 
mining for extracting the web service patterns 
based on the assumption that the web services that 
are changed frequently in the past will be changed 
in future. Using the knowledge of co-changed 
patterns, the possible impact on the service 
ecosystem is predicted if certain web services are 
updated. The integration of the collaborative 
filtering (CF) with the association rule mining 
improves the service recommendation prediction 
accuracy. But, CF becomes ineffective when the 
invocation histories of the users are sparse.  

Rong et al. (32) proposed a novel algorithm for 
ranking the services, by combining the CF and 
association rule mining. The users are divided into 
various groups based on the similarity of the 
service invoking log of the users. Then, the 
personal association rules are generated for each 
user from the service compositions. These methods 
considered the positive rules only. The useful 
negative patterns in the service compositions are 
missed by ignoring the negative rules. 
 

 
Fig.2 Cloud data mining architecture integrated with 

intelligent dataset usage pattern discovery model 
 

The aim of the rule mining is to find the 
candidate rules that are used for the service 
recommendation. A rule can be considered as a 
candidate, if at least one service connection in the 
training dataset obeys the rule. The set of all 
candidate rules ܥ ൌ  ௣∪஼೙ is represented based onܥ
the definition of candidate rule: 
ܴ஼ ൌ ሼݎ|∃ܿ ,ܥ∋ ܿ	ݐ݄ܽݐ	݄ܿݑݏ ⊩ 	rሽ        (4) 

As the number of candidate rules is huge, it 
consumes more time to select the proper rules from 
this huge candidate set for service recommendation. 
Naturally, two observations about the candidate 
rules can facilitate the selection of proper rule. If a 
rule is obeyed by a small amount of connections, it 
is not able to create a summary about the common 
composition patterns. A rule obeyed by a large 
number of connections or having a large support 
value is selected for the service recommendation. If 
a rule is obeyed by the equivalent number of 
positive and negative connections, the different 
classes of the training samples cannot be 
distinguished effectively. Hence, there is a 
possibility of selecting a rule with high significance 
value from the service recommendation. There 
should be a gap between the number of positive and 
negative connections that obey the rule. The 
support value of the rule ‘r’ that measures the 
number of connections that obey the rules is 
defined as 
ሻݎሺ݌݌ݑݏ ൌ ห൛ܿ ∈ ܿ|௣∪஼೙ܥ ⊩ 	rൟห         (5) 

The significance of the rule ‘r’ measures the gap 
between the positive and negative connections. It is 
given as 
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ሻݎሺ݃݅ݏ ൌ
ห൛௖∈஼೛|௖⊩	୰ൟหି|ሼ௖∈஼೙|௖⊩	୰ሽ|

ห൛௖∈஼೛|௖⊩	୰ൟหା|ሼ௖∈஼೙|௖⊩	୰ሽ|
          (6) 

If the number of positive connections that obey 
the rule is greater than the negative connections or 
ሻݎሺ݃݅ݏ ൐ 0, then the rule is called as a positive 
rule. Otherwise, it is called as negative rule. If the 
minimal support and significance threshold for the 
rules are given, the candidate generation algorithm 
is described as follows 
 
Candidate Rule Generation Algorithm 
Input: Training dataset of service connections ܥ௣ 
and ܥ௡, support threshold supp_min and 
significance threshold for candidate generation 
sig_min 
Generate_Candidate_Rules 
൫ܥ௣, ,௡ܥ ,௠௜௡݌݌ݑݏ  ൯݊݅݉_݃݅ݏ
Step 1: ܴ଴ ← Ø 
Step 2: ܴ ← Ø 
Step 3: for every connection ܿ ൌ 〈 ଵܵ, ܵଶ, ݂ሺ ଵܵ, ܵଶሻ〉 
in ܥ௣∪஼೙ do 
Step 4: ܴ଴ ← ܴ଴∪ሼ௥|௖⊩	୰ሽ 
Step 5: for every element ݎ ∈ ܴ଴ do 
Step 6: if ݌݌ݑݏሺݎሻ ൒ |ሻݎሺ݃݅ݏ| and ݊݅݉_݌݌ݑݏ ൒
 do ݊݅݉_݃݅ݏ
Step 7: ܴ ← ܴ ∪ ሼݎሽ 
return R 

5.   TAG-BASED SERVICE 

RECOMMENDATION 

The collaboration network constructed by the 
services and their compositions is represented as 
ܰ ൌ ,ܯ,ܵ〉 ܶ〉. The term ‘S’ represents the set of all 
services ܵ ൌ ሼݏଵ, ,ଶݏ …… ,  ௞ሽ, ‘M’ denotes the setݏ
of all compositions ܯ ൌ ൛݉ଵ,݉ଶ,…… ,݉௣ൟ and 
‘T’ denotes the set of all semantic tags ܶ ൌ
൛ݐଵ, ,ଶݐ …… ,  ௤ൟ. The service instances are the nodesݐ
in the network. If two services are used 
collaboratively in a same composition, then the 
corresponding nodes are connected by a positive 
edge termed as positive service connection. If two 
services are never used collaboratively in any 
composition, they are connected by a negative 
service connection. Fig.3 shows the illustration of 
the collaborative network. 
 

 
Fig.3 Semantic tag-based service recommendation 

 
The service recommendation task contains 

different aspects for facilitating the development of 
composition. This work focuses on the discovery of 
potential collaboration rules among the set of web 
services, historical compositions and semantic tags 
to initiate the development of future composition. 
In the framework of service network, the prediction 
of the future compositions and future sign of the 
service connections are identical. The future sign 
indicates the probability of the negative 
connections to become positive. The tag-based 
service recommendation can be formulated as 
If two services ௜ܵ and ௝ܵ with annotated tags are 
given, there is a need to find the collaboration 
between the services to create the compositions in 
the near future. The web services are represented as 

௜ܵ ൌ ൜ݐ
ௌ೔
ሺభሻ , …… , ݐ

ௌ೔
ሺೝ೔ሻൠ           (7) 

௝ܵ ൌ ቊݐ
ௌೕ
ሺభሻ , …… , ݐ

ௌೕ
ሺೝೕሻቋ           (8) 

The future sign ݂ሺ ଵܵ, ܵଶሻ of the service connection 
〈 ଵܵ, ܵଶ݂ሺ ଵܵ, ܵଶሻ〉 is predicted based on the rules in 
the service collaboration network. It implies that 
our service recommendation approach is a 
combination of association rule mining and link 
prediction.   

5.1 Selection of service connection 

The strategy for selecting the service connection 
for rule mining is presented in this section. 
Sampling of the positive and negative connections 
suffers from the imbalance problem. To address the 
imbalance problem, two metrics are used so that the 
size of the negative connections becomes equal to 
the positive connections. 
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5.5.1 Positive connection: 

There exists a positive connection between the 
services that are collaboratively used in at least one 
composition. The set of positive connection is 
defined as 

௉ܥ ൌ ቄ〈 ௜ܵ, ௝ܵ , 1〉 ቚௌ೔,ௌೕ ∈ ܵ, ௜ܵ ് ௝ܵ, ݂൫ ௜ܵ, ௝ܵ൯ ൌ 1ቅ  
(9) 
 
Positive connection selection algorithm 
Generate_positive_connections 〈ܵ,ܯ, ܶ〉 
Step 1: ܥ௣ ← Ø 
Step 2: for every connection ݉ ൌ

ቄܵ௠
ሺଵሻ, ܵ௠

ሺଶሻ, … , ܵ௠
ሺଵሻቅ in M do 

Step 3: for every two services ௜ܵ , ௝ܵ in m do 
Step 4: ܿ ← 〈 ௜ܵ, ௝ܵ , 1〉 
Step 5: ܥ௣ ← ௣ܥ ∪ ሼܿሽ 
return ܥ௣ 

 
5.5.2 Generation of Negative connection: 

Despite of the existence of a huge number of 
negative connections, most of them are unreliable 
negative connections. Most of the negative 
connections emerge from the unpopular services or 
lack of composition log data. It does not contain 
information about the negative patterns. Two 
metrics for measuring the negative connection, such 
as popularity and cold time are used to filter the 
invaluable data. Two observations can distinguish 
the reliable negative connections from the 
worthless connections. If two services are very 
popular in the creation of composition and never 
cooperate with each other even in one composition, 
they form a reliable negative connection. If two 
services harmonize in the network for a long time 
and never cooperate with each other even in one 
composition, they form a credible negative 
connection.  
 
Popularity-product 
The popularity-product of the negative connection 
ܿ ൌ 〈 ௜ܵ, ௝ܵ , െ1〉 is defined as 
ሺܿሻ	ݐܿݑ݀݋ݎ݌ ൌ ሺ݌݋݌ ௜ܵሻ ൈ ൫݌݋݌ ௝ܵ൯        (10) 

Where ݌݋݌ሺ ௜ܵሻ ൌ |ሼ݉ ∈ |ܯ ௜ܵ ∈  |ሽܯ
represents the popularity of the service ௜ܵ. 
 
Cold-Time 
The cold-time of a negative connection ܿ ൌ
〈 ௜ܵ, ௝ܵ , െ1〉 is defined as 

ሺܿሻ݁݉݅ݐ ൌ ݓ݋݊ െ݉ܽݔ ቀ݀ܽ݁ݐሺ ௜ܵሻ, ൫݁ݐܽ݀ ௝ܵ൯ቁ (11) 

Where	݀ܽ݁ݐሺ ௜ܵሻ indicates the publication date of 
the service ௜ܵ. The popularity product is a 

measurement of non-cooperation based on the 
structural scale. The cold-time is a measurement of 
non-cooperation based on the time scale. Fig.4 
depicts the distribution of negative connections. 
The X-axis represents the cold-time and Y-axis 
indicates the popularity product. The figure shows 
the sample probability of each negative connection, 
where k=1. 
 

 
Fig.4 Distribution of negative connections 

 
The negative connections that are located in the 

top right corner of the graph represent the credible 
negative connections. Further negative connections 
move to the top right direction. Higher probability 
of the negative connections implies the selection of 
these connections for negative rule mining. 

The popularity-product and cold-time are 
combined and an undersampling approach is 
proposed to generate a set of credible negative 
connection. The undersampling approach is a 
widely used technique for solving the imbalanced 
issues. This approach generates equal datasets of 
different classes, by selecting a portion of data from 
the outnumbered class. There is a possibility of 
selecting the negative connections with maximum 
popularity-product and longer cold-time for rule 
mining. Hence, the sample probability of a negative 
connection ܿ ൌ 〈 ௜ܵ, ௝ܵ , െ1〉 is defined as follows 

ሺܿሻ݌ ൌ
ଵ

ே
∗ ሾݐܿݑ݀݋ݎ݌ሺܿሻ ∗  ሺܿሻሿ௞     (12)݁݉݅ݐ

Where ‘N’ is the normalization constant to ensure 
that ∑ ሺܿሻ݌ ൌ 1஼  and ‘k’ is a control parameter. 
Larger value of ‘k’ applies more weightage on the 
association with the maximum popularity-product 
and longer cold-time. 
 
Negative connection generation algorithm 
Generate_Negative_Connections 〈ܵ,ܯ, ܶ〉, ݈ 
Step 1: ܥ଴ ← Ø 
Step 2: for every two services ௜ܵ , ௝ܵ in S do 
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Step 3: if ߚ௠ ∈ ,ܯ ൛ ௜ܵ, ௝ܵൟm do 
Step 4: ܿ ← 〈 ௜ܵ, ௝ܵ , െ1〉 
Step 5: ܿ଴ ← ௢ܥ ∪ ሼܿሽ 
Step 6: Sample ‘l’ instances with replication with 
the distribution p(c) from  ܥ௢ as ܥ௡ 
Return ܥ௡ 
 

Thus, the undersampling approach generates a 
set of meaningful negative service connections. A 
balanced dataset ܥ ൌ  ௣∪஼೙ is obtained along withܥ
the positive connections. 

6. RULESCORE 

A RuleTree algorithm provides composition 
recommendations without estimating the 
importance of the rules. The contribution of each 
rule to the composability of two services is not 
known. To evaluate the rules, a RuleScore 
algorithm is proposed to assign score to each 
collaboration rule. The RuleScore uses the 
Adaboost algorithm (33) to create a sequence of 
RuleTree. Each RuleTree is assigned with a 
coefficient that indicates the contribution to the 
composability. The depth of the RuleTree is set to 
1. Each tree contains only one rule as its non-leaf 
node and two leaf nodes are labeled as 1 and -1. 
During each iteration of main loop, a RuleTree is 
constructed over the present training dataset of 
service connections with the present weights. Then, 
the weight of all training samples is updated based 
on the correct classification of the training samples 
by the RuleTree.  
 
RuleScore Algorithm 
Input: Connection set ‘C’, candidate rule set ‘R’ 
and number of iterations ‘q’ 
RuleScore (C,R,q) 
Step 1: Initialize every connection ‘i’ of ‘C’ with 
equal weight ܦଵሺ݅ሻ ൌ 1 ⁄|ܥ|  
Step 2: for every rule r in R do 
Step 3: ܵܿ݁ݎ݋ሺݎሻ ← 0 
Step 4: for ݆ ൌ 1,… ,  do ݍ
Step 5: training a RuleTree ௝݄ሺݎሻ ←
,ܥሺ݁݁ݎ݈ܶ݁ݑܴ ܴ, 1ሻݏ. ݎݐ ∈ ܴ over C with respect to 
the weight distribution ܦ௝ 
Step 6: ௝߳ ←
	݂݋	݁ݐܽݎ	݊݋݅ݐ݂ܽܿ݅݅ݏݏ݈ܽܿݏ݅݉	݄݁ݐ ௝݄ሺݎሻ	ݎ݁ݒ݋	ܥ 
Step 7: ߙ௝ ← 0.5	 ln൫൫1 െ ௝߳൯ ௝߳ൗ ൯ 
Step 8: ܵܿ݁ݎ݋ሺݎሻ ← ሻݎሺ݁ݎ݋ܿܵ ൅  ௝ߙ
Step 9: for connection ‘i’ that is correctly classified 
by ௝݄ do 
Step 10: ܦ௝ାଵሺ݅ሻ ← ௝ሺ݅ሻ݁ܦ

ିఈೕ 

Step 11: for connection ‘i’ that is misclassified by 
௝݄ do 

Step 12: ܦ௝ାଵሺ݅ሻ ← ௝ሺ݅ሻ݁ܦ
ఈೕ 

Step 13: ௝ܵାଵ ← ∑ ௝ାଵሺ݅ሻ௜ܦ  
Step 14: for every connection ‘i’ of C do 
Step 15: ܦ௝ାଵሺ݅ሻ ← ௝ାଵሺ݅ሻܦ ௝ܵାଵ⁄   
return R 
 

The weight of all training samples is set to 1 ⁄|ܥ|  
and scores of all candidate rules are initialized as 0. 
A rule is selected to create a RuleTree ௝݄ሺݎሻ over 
current training samples. The score of the rule is 
updated in accordance with the misclassification 
rate ௝߳ of ௝݄ሺݎሻ. The weight of all samples are 
updated according to ௝߳ and based on the correct 
classification of the training samples. A score, 
either positive or negative is assigned to a portion 
of rules in the candidate rule set. The score 0 is 
assigned to other undesired rules. Fig.5 depicts the 
illustration of the RuleScore algorithm. The 
RuleScore algorithm generates a set of scored 
collaboration rules. For a scored rule, if 
ሻݎሺ݁ݎ݋ܿܵ ൐ 0, it is a positive rule. Otherwise it is a 
negative rule. The RuleScore can make accurate 
recommendations on the creation of composition 
based on the scored rules. Let us consider web 
services ଵܵ and ܵଶ, annotated tags and scored 
collaboration rules ‘R’ are given, then the rules that 
are obeyed by the connection ܿ ൌ 〈 ଵܵ, ܵଶ, ݂ሺ ଵܵ, ଵܵሻ〉 
is represented as follows 
ܴሺ ଵܵ, ܵଶሻ ൌ ሼݎ ∈ ܴ|〈 ଵܵ, ܵଶ, ݂ሺ ଵܵ, ଵܵሻ〉 ⊩  ሽ     (13)ݎ

The composability score of service ଵܵ and ܵଶ is 
calculated by summing the scores of all satisfied 
rules ܴሺ ଵܵ, ܵଶሻ 
ሺܨ ଵܵ, ܵଶሻ ൌ ∑ ሻ௥∈ோሺௌభ,ௌమሻݎሺ݁ݎ݋ܿܵ        (14) 
〈 ଵܵ, ܵଶ, ݂ሺ ଵܵ, ܵଶሻ〉 satisfies more positive rules 

and less negative rules. Higher the value ܨሺ ଵܵ, ܵଶሻ, 
the probability of service composability is high. 
Hence, if ܨሺ ଵܵ, ܵଶሻ ൐ 0, the services ଵܵ and ܵଶ are 
composable. If ܨሺ ଵܵ, ܵଶሻ ൏ 0, the services are non-
composable. 
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Fig.5 Illustration of RuleScore Algorithm 

7. EXPERIMENTAL SETUP 

7.1 Dataset Introduction 

7.1.1 Real-time Evaluation dataset 
 

A real-time dataset of web services and 
compositions is collected from programmableweb 
(4). A filtered collection of 1377 services and 2679 
compositions is obtained, after removing the 
services that never cooperate with each other and 
compositions that contain a single service. This 
collection is divided into training and testing 
dataset. The training dataset is generated from the 
compositions that are created before December 31, 
2012. If the services cooperate with the 
compositions before December 31, 2012, a training 
sample of positive connection is generated. 
Otherwise, the negative connection training 
samples are generated. The testing dataset is 
generated from the compositions that are created 
before June 30, 2014. A testing sample of positive 
connections is generated if there is cooperation 
between two services with the compositions before 
June 30, 2014. Otherwise, a testing sample of 
negative connections is generated. Table I 
summarizes the details of the real-time dataset. 
 

7.1.2 Large Scale Synthetic Dataset 
The synthetic dataset is created from the real-

time evaluation dataset by duplicating and 
renaming the existing services, which combine ten 
times to a large scale dataset. It is used to evaluate 
the efficiency of the recommendation methods. 
Table II summarizes the details of the synthetic 
dataset. 

7.2 RuleScore-based Recommendation 

This proposed model performs learning of an 
estimator ܨሺ ଵܵ, ܵଶሻ of a sequence of scored rules 
over the balanced training dataset. For two web 
services ଵܵ and ܵଶ, if the estimate ܨሺ ଵܵ, ܵଶሻ ൐ 0, 

the services are composable. Otherwise, the 
services are not composable. By default, the 
minimum support for the generation of candidate 
rule is set as 0.002 and minimum significance is set 
to 0.1. The number of iterations is set as 2000. The 
default sample power for the negative connections 
is set as 1. 

Table 1: Details of Real-time Dataset. 

Items Number 
Web services 1377 
Tags used to annotated services 2577 
Compositions created before 
December 31, 2012 

1983 

Compositions created after June 
30, 2014 

696 

Training positive connections 12875 
Training negative connections 11087 
Testing positive connections 1000 
Testing negative connections 1000 

 
Table 2: Details of Large Synthetic Dataset 

Items Number 
Web services 13770 
Tags used to annotated services 25770 
Compositions created before 
December 31, 2012 

19830 

Compositions created after June 
30, 2014 

6960 

Training positive connections 128750 
Training negative connections 110870 
Testing positive connections 10000 
Testing negative connections 10000 

8. PERFORMANCE ANALYSIS 

The performance of the proposed RuleScore 
algorithm is evalauted by comparing it with the 
Rank-based Weighted Association Rule Mining 
technique (S-RWARM) for secure cloud computing 
environment (34). Fig.6 shows the graph 
illustrating the variation in the execution time with 
respect to the threshold value. The execution time 
decreases with respect to the increase in the 
threshold value. This indicates that the proposed 
RuleScore algorithm requires minimum execution 
time than the S-RWARM technique. The proposed 
RuleScore algorithm identifies the best dataset 
among the available datasets on the cloud 
environment. Hence, it requires minimum time to 
predict the best data corresponding to the user 
requirement. 
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Fig.6 Execution Time vs threshold 

 
Fig.7 depicts the memory usage analysis of the 

proposed RuleScore model and S-RWARM 
technique.  The memory usage decreases with the 
increase in the threshold value. The proposed 
model consumes lesser memory space than the S-
RWARM. Hence, the storage space of the server is 
utilized efficiently for the execution of other tasks. 
Fig.8 presents the selection efficiency of the dataset 
related to the demand of the users. The S-RWARM 
technique ranks the dataset based on the demands 
of the user. The proposed model ensures accurate 
recommendation to the user based on the scored 
collaboration rules. Fig.9 shows the utilization rate 
of the dataset by the users. The S-RWARM 
technique shows the usage rate of the users in a 
dispersed manner. The users with maximum, 
intermediate and minimum dataset usage rate are 
plotted randomly. Our proposed semantic 
RuleScore depicts the usage rate in a hierarchical 
way in order of maximum, intermediate and 
minimum dataset usage rate. Due to the accurate 
recommendation of the services, the dataset can be 
utilized efficiently by the user. Hence, the semantic 
RuleScore is found to be efficient than the S-
RWARM technique. 
 

 

Fig.7 Memory Usage Analysis 
 

 
Fig.8 Dataset selection efficiency 

 

 
Fig.9 Dataset utilization rate 

9. COMPARATIVE ANALYSIS 

Our proposed model is compared with the 
keyword-aware service recommendation method 
KASR-ASC and KASR-ESC (18), user-based 
algorithm using Pearson Correlation Coefficient 
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(UPCC) (35) and Item-based algorithm using PCC 
(IPCC) (36).  

Fig.10 shows the MAE and NMAE analysis of 
UPCC, IPCC, KASR-ASC, KASR-ESC and 
proposed semantic Rulescore algorithm. The Mean 
Absolute Error (MAE) measures the 
recommendation quality and Normalized MAE 
(NMAE) measures the recommendation accuracy. 
More accurate recommendation can be obtained if 
the MAE and NMAE are low. The MAE of UPCC, 
IPCC, KASR-ASC and KASR-ESC is 67.92%, 
54.65%, 47.53%, 41.93% and proposed semantic 
Rulescore algorithm is 39%. The NMAE of UPCC, 
IPCC, KASR-ASC and KASR-ESC is 17.69%, 
13.73%, 11.37%, 10.59% and proposed semantic 
Rulescore algorithm is 9%. As the MAE and 
NMAE of the proposed semantic Rulescore 
algorithm are lower than the existing methods, the 
recommendation accuracy is high. The Mean 
Average Precision (MAP) is used to evaluate the 
quality of Top-K service recommendation list. Fig.11 
depicts the MAP analysis of UPCC, IPCC, KASR-
ASC, KASR-ESC and proposed semantic 
Rulescore algorithm. The MAP of the KASR-ASC 
and KASR-ESC is higher than the IPCC and 
UPCC. The MAP of the proposed semantic 
Rulescore algorithm is higher than the IPCC, 
UPCC, KASR-ASC and KASR-ESC. From the 
comparative analysis, it is concluded that the 
proposed semantic Rulescore algorithm is efficient 
than the IPCC, UPCC, KASR-ASC and KASR-
ESC.  
 

 
Fig.10 MAE and NMAE analysis of UPCC, IPCC, KASR-

ASC, KASR-ESC and proposed semantic Rulescore 
algorithm 

 

 
Fig.11 MAP analysis of UPCC, IPCC, KASR-ASC, 

KASR-ESC and proposed semantic Rulescore algorithm 
 

The service recommendation methods are 
effective in solving the information overload for the 
consumers. A tag-based intelligent service 
recommendation model is presented in the paper by 
combining the positive and negative collaboration 
rules. This provides a comprehensive and 
significant illustration of recent trend for the 
creation of service compositions. A balanced 
dataset of positive and negative service connections 
is collected based on the popularity and time 
metrics. A reduced set of candidate rules is mined 
from the service connections by using the support 
and significance metrics. The recommendation of 
service composition is made based on the candidate 
rules. With the rule reduction strategy, our 
proposed model is highly effective for large dataset. 
The proposed semantic rulescore gained better 
performance than the Apriori algorithm.  

10. CONCLUSION 

Service recommendation methods are proven 
to be efficient for solving the problem of 
information overhead for the customers. This paper 
proposed an intelligent service recommendation 
model by combining the positive and negative 
collaboration rules. Our proposed model includes a 
strategy for sampling the positive and negative 
service connection based on the metrics such as 
popularity product and cold-time. The RuleScore 
algorithm generates a set of scored collaboration 
rules for recommending the compositions based on 
the mined rules. From the experimental results, it is 
proven that the proposed service recommendation 
model achieves better performance than the 
existing technique. The proposed Semantic 
Rulescore algorithm requires minimum execution 
time and memory usage than the S-RWARM 
technique. The Semantic Rulescore algorithm 
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yields maximum dataset utilization rate and 
minimum dataset selection efficiency than S-
RWARM. The proposed Semantic Rulescore 
algorithm is compared with IPCC, UPCC, KASR-
ASC and KASR-ESC. The comparative analysis 
shows that the proposed semantic Rulescore 
algorithm yields minimum MAE and NMAE and 
higher MAP than the existing methods. The 
proposed model can be applicable to a huge dataset 
by adopting the rule reduction strategy. 

As the proposed approach depends on the 
semantic tags on the web services, the applicability 
of the proposed methodology is limited when there 
is no clear definition of the tags. It is a real-time 
challenge to deal with the similarities and variations 
between different tags. In future, our proposed 
work is enhanced to handle the issues about the 
semantic tags. 
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