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ABSTRACT 

Load Equilibration is the central attribute in the data stream classification. A huge amount of data is 

generated from the streams of data in real time applications such as set of transaction process, Intrusion 

Detection System and so on. A plethora of load equilibration techniques are available but not precised for 

global optima solutions. The paper re-searched on equilibrating the loads among the nodes. We proposed 

“Hybridized FA-CO” algorithm that highlights the features of best prediction of nodes for equilibrating the 

loads. The operators of a firefly are merged with phenomenon of ant system to heighten the generation of 

global optima solutions. The resources are assigned properly to its corresponding nodes. In data stream, the 

data is continuous. In data mining networks, the mining of nodes is of great importance. The paper deals 

with the prediction of nodes to keep up the loads. The continuous attributes like foretell value, foretell time 

and Rate of mining are used to keep up the loads. Rate of mining is the mining of nodes with least carrying 

loads. The experimentations are conducted on data mining networks and the performance validation is 

done. The result proves that the hybridized approach works efficiently for equilibrating the loads.  

Keywords: Load Equilibration, Firefly Operators, Ant system, Rate of mining, Foretell Value and Foretell time.  

1. INTRODUCTION 

 An information stream is a subsequent 

of unbounded, ongoing information things with a 

high information rate that can just read once by 

an application. Envision a satellite-mounted 

remote sensor that is continually producing 

information. The information are monstrous 

(e.g., terabytes in volume), transiently requested, 

rapid transformation and possibly endless [1]. 

These attributes cause issues related to the data 

stream field. Information Stream mining alludes 

to informational structure extraction as models 

and examples from continuous information 

streams. Deterministic algorithms are best 

suitable for the local search. Finding optimized 

solutions through swarm systems falls under the 

category of stochastic optimization into two 

groups heuristic and meta-heuristic. Heuristic 

means to detect the optimized solutions using 

trial and error scheme. The heuristic optimization 

scheme yields the solution but not optimized 

solution. When compared to the heuristic search, 

the metaheuristic works in randomization and 

local search. 

 Several swarm intelligence techniques 

were available which yields to provide optimized 

solutions for load equilibrating system. The 

purpose of load equilibrating is to lessen the load 

difference exists among the nodes. Load 

equilibrating also belongs to the problem of NP-

Complete which use single processor to solve the 

issue; henceforth the advent of heuristics is 

difficult in real-time applications. Randomness is 

defined as the quality of exploring best search 

space solution in a sloppy manner. Several 

swarm intelligence techniques like Artificial Bee 

Colony (ABC), Cat Swarm Optimization (CSO), 

and Particle Swarm Optimization (PSO) etc [2].  

In spite of all above mentioned techniques 

Firefly algorithm (FA) and Ant Colony 

Optimization (ACO) works efficiently in 

generating the optimized solutions in 

randomized manner.  

 This paper focused to discover the 

predicted optimal solutions for progressive load 

equilibrating system. In data stream 

classification, the stream of data is in continuous 

space. In order to cope up with data and its 

computation, the processing system should be 

autonomous. Load Imbalance is the central issue 
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of Data Stream classification. We introduced 

“Hybridized Firefly- Ant Colony Optimization” 

algorithm which solves the issue of load 

imbalance among the data processors.  

 The paper is structured as follows: 

Section I depicts the advent of Swarm 

Intelligence and Load equilibrating in Data 

Stream classification, Section II depicts the 

various researchers researches on load 

equilibrating using swarm intelligence, Section 

III proposes a novel algorithm to solve the issue 

of progressive load balancing, Section IV 

justifies the proposed algorithm using various 

performance criteria and concluded in Section V.  

2. LITERATURE SURVEY 

 Load Equilibrating is the central issue 

in the data stream classification. In data mining 

networks, the extraction of knowledge from 

trained nodes is used for suspecting the nodes 

with over load and under load processes. Load 

Equilibrating is divided into three categories 

namely Static load equilibrating, dynamic load 

equilibrating and Hybrid load equilibrating. 

Static load equilibrating is used for processing 

the known information. Each problem is 

subdivided into several tasks and each task is 

allocated to the processor before its execution. 

Dynamic Load equilibrating executed in 

distribution of loads without any information 

known prior. The study on dynamic load 

equilibrating is enhanced with loads of tasks 

such as sharing of resources, scheduling of 

resources, and migration of tasks etc using 

Multiple Instruction Multiple Data (MIMD) 

processors. In order to cope up with efficiency, 

the load imbalance should detect earlier than any 

misuse occurs. In parallel data mining process, 

the node information is extracted and mined 

together to predict the flow of upcoming nodes. 

The generalized parallel data mining is 

architectured as:  

 

Figure. 1 Workflow of Parallel Data mining process 

The techniques available in data mining process 

were listed as: 

2.1 Decision Trees  

 The set of decisions is obtained from 

the tree-shaped structures. The decisions are 

originated from the set of rules of dataset. 

Classification and Regression Trees (CART) and 

Chi Square Automatic Interaction Detection 

(CHAID) were two techniques falls under study 

of decision trees CART is introduced by 

Brieman in 1984. It worked on dividing the 

binary attributes. The well known Gini index is 

used for dividing the attributes. This works 

differently from other search algorithms. The 

advent of Regression analysis is combined with 

classification systems to forecast the dependent 

variables for the given set of predictor variables 

in stipulated time. The attributes are measured 

using symgini and also some multi-variable. It 

was enhanced with high classification and 

prediction accuracy. ID3 is one among the 

decision classifier, introduced by Quinlan Ross 

in 1986 [4]. It processes in a serial manner. The 

solution construction is done in top-down 

manner using greedy approach [5]. The metric 

used is Information Gain. ID3 employs 

information gain to split the attributes and 

extracts the information to build a decision tree 

model. The most serious drawback in this 

method is the noise and serial execution. The 

decision tree is built using intensive pre-

processing of data. C4.5 is an enhanced version 

of ID3 algorithm. It lessened the error rate by 

extensive pruning approach [6] [7].  It executes 

in both continuous and categorical attributes to 

build decision tree. The merits of C4.5 system is 

used to dispose the higher error rate in presence 

of noise and unwanted details in training dataset. 

The above mentioned decision classifier worked 

in hunting process to build decision tree model. 

Furthermore, it enhanced by introducing 

Partition-based techniques. Scalable 

Parallelizable Induction of decision tree is 

abbreviated as SPRINT, introduced by Shafer et 

al, 1996 [8]. The training dataset is partitioned in 

recursive manner. This iteration ends when the 

correct leaf node or class is predicted. It is well 

suited for good data allocation and load 

equilibrating both in serial and parallel execution 

[9].  
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Table 1. Comparison of Decision Tree algorithm. 

Algorith

ms  

Pruning  Methodolo

gy  

Informati

on metric  

ID3 Pre-

pruning 

using a 

single 

pass 

algorith

m 

Top-down 

decision 

tree 

constructio

n 

Entropy 

info-gain 

CART  Post 

pruning 

based on 

cost 

complexi

ty 

measure 

Constructs 

binary 

decision 

tree 

Gini 

diversity 

index 

C4.5  Pre-

pruning 

using a 

single 

pass 

algorith

m 

Top-down 

decision 

tree 

constructio

n 

Entropy 

info-gain 

SPRINT  Post-

pruning 

based on 

MDL 

principle 

Decision 

tree 

constructio

n in a 

breadth 

first 

manner 

Gini 

index 

 

2.2 Genetic Algorithms 

 A genetic algorithm belongs to the class 

of evolutionary process. It is widely used for 

optimization process. The genetic operators are 

combination, mutation and selection are used as 

the design and hunting parameters. Randomness 

is the main parameter used in the evolutionary 

process. The initial population is generated that 

depicted the optimized solutions using the 

produced chromosomes. Every new solution is 

validated by their mechanics of natural selection 

and mutation process. The types of algorithms 

were: Genetic Algorithms (GA), Genetic 

Programming (GP), Evolution Strategies (ES) 

and Evolutionary Programming (EP). The main 

difference is the way of encoding process. GA 

uses the chromosomes which encoded as Zeros 

and Ones to generate good solutions. The best 

populations are selected from the precised fitness 

solutions.  

 In clustering process, the genetic 

algorithm is used for the analysis of potential 

feasibility of genetic operators [10]. A hybrid 

genetic algorithm is developed by [11], to create 

optimal solution for given portioned data. The 

hybridized GA incurs a lot of time and cost 

complexity. This is solved by Genetic K-means 

algorithm. The crossover search operator 

replaced with K-mean operator. Then the 

distance-based mutation is proposed to cluster 

the loads of nodes in equilibrated state [12]. 

Another method Fast Genetic K-means 

Algorithm (FGKA) is introduced to produce 

optimal solutions that converges local and global 

optimal solutions. It executed faster than the 

GKA. Incremental Genetic K-means Algorithm 

(IGKA) is used for generating a least mutation 

probability. The concept of IKGA is to define an 

objective value within a cluster. The mean of 

cluster is incremented in case of small mutation 

value [13].  

 In unsupervised learning system, 

Genetically Guided Algorithm (GGA) [14] is 

proposed to produce optimal way of solutions 

using fuzzy and hard c-means algorithm. Each 

clusters centers updated the mean value to 

provide desirable solutions. This is further 

enhanced using look-up table approach which 

introduced less time consumption and distance 

between the nodes. When the distance is 

minimized, the solution is desirable. Then it is 

validated by Davies-Bouldin Index [15] [16]. 

Bandyopadhyay S. and Maulik U have abused 

the looking -up capacity of genetic algorithms 

for naturally developing the quantity of clusters 

from the information set. Another string 

representation, containing both real attributes 

was utilized as a part of request to encode a 

variable number of clusters. The Davies–Bouldin 

file was utilized as a measure of the legitimacy 

of the clusters [17]. Li Jie, G. Xinbo in [18] has 

introduced a novel clustering calculation for 

blended information sets from different set of 

variables. The genetic algorithm was utilized to 

upgrade the new cost capacity to acquire 

substantial clustering result. A crossover 

hereditary based clustering calculation, called 

HGA-grouping was proposed in [19] to 

investigate the appropriate grouping of 

information sets. This calculation, with the 

collaboration of tabu rundown and desired 

criteria, has accomplished concordance between 

population diversity and convergence speed. 
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2.3 Nearest Neighborhood Method 

 Nearest Neighborhood method is the 

method used in a dataset, contain the classes 

similar to the cluster center and its neighbor. K is 

an anonymity that includes the neighbors closest 

to the subsets.  In nearest neighbor algorithm, 

each task is allocated to its specified processor. 

The task is scheduled based on k-nearest 

neighbor algorithms. The closest value is 

predicted for upcoming task scheduling system. 

The nodes in the network are aggregated and 

collected the details of the nodes. By these 

collected information, the immediate neighbors 

are known with prior information that which 

nodes should processed in future events. Each 

system with proper load is maintained. The 

nearest neighbor method is categorized into two 

methods namely, diffusion method and 

dimension exchange method. In diffusion 

method, the aid of load equilibrating operations 

is used for differentiating the high or low loaded 

processors. In dimension exchange, a new index 

is created for every load in a processor. 

  The well-known two fundamental 

communication models are all-port and one-port 

models. The port model communicates with its 

processors through all nodes and its neighbors in 

the network whereas the one-port model utilizes 

nodes with the closest neighbor at a time. In an 

asynchronous way of load equilibrating system, 

processors perform load equilibrating operations 

discretely taking into account their own 

neighborhood workload appropriations and 

summon the load approaches. Since load 

equilibrating estimations can be dealt with as 

orthogonal to their summon policies, they 

consider the load adjusting operations of 

processors in one time step in order to disengage 

their consequences for the framework. They 

concentrated on the static load adjusting in which 

the estimation in a processor is suspended while 

the processor is performing load equilibrating 

operations [20]. 

 Another approach is metric-space query 

processing in distributed manner. The query 

processing is handled using four approaches. 

Each data is processed with unique local 

indexing in equal distribution on P processors. In 

first step, the query is processed over all the 

processors and extracts top k results. In second 

step, the processors are individually visited to 

check down whether any alter the best top k 

queries is available that lessened the resultant 

queries. In third step, sends the queries to f < P 

processors and decides the best results among 

the f · k results gathered from those processors. 

At that point, the other P − f processors are 

reached to figure out if they can create better 

results than the current global top-k ones for the 

queries. The fourth technique performs cycles by 

asking from every processor top k/P results in 

every cycle. As database items are disseminated 

aimlessly, there is a high likelihood that the 

global top-k results will be resolved in couple of 

cycles. The work in [21] was reached out in [22] 

that enhanced the indexing structure in 

clustering. From various studies, it is concluded 

that global indexing performed better than local 

indexing. The global indexing lessened the 

number of aggregate processor per queries. 

Global indexing alludes to a solitary list that is 

developed by considering the entire arrangement 

of database items and the records are distributed 

equally. The major drawback in global indexing 

is the improper balance of the load among the 

processors.  

  The work in [23] proposes unraveling 

imbalance of global indexing with disconnected 

from the index onto processors. The algorithmic 

complexity is discovered as O (n
2
). In [23], an 

online query scheduling is found. The task in 

[24] proposed “Scheduling the least processor 

nodes” using global indexing. Load equilibrating 

among different improvements for 

multidimensional indexing in shared (P2P) 

frameworks have been thoroughly audited in 

[25]. As to parity, P2P frameworks, there are 

methodologies based on information replication 

[26], namespace equilibrating [27], virtual 

servers [28], migration of nodes [29], different 

hash capacities [30], path replication [31], 

lookup parity [32] and reliable hashing based 

systems like in [33]. The other works in P2P 

metric spaces has been introduced in [34], [35], 

[36], [37]. Additionally in [38] there is work that 

considers moving information around processors 

to adjust workload. Then again, there are metric 

space calculations created for shared memory 

frameworks [39] and GPU frameworks [40].   

3. PROPOSED HYBRID FA_ACO 

3.1 Motivation  

 In data stream classification, load 

equilibrating is treated as vital property that the 

stream of data mining systems should satisfy. 

Load equilibrating is a novel technique which 
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benefits out high resource utilization and better 

response time. When any labeled data hits the 

processors, the loads among the nodes are 

established and organized. If the nodes are 

labeled and organized in the data mining 

networks, the challenge exists in which nodes 

should be processed in future to eliminate the 

states of loads such as over-load, under-load and 

equilibrate. The research on heuristic based 

techniques is still unclear and very few 

literatures related to the topic, undefined 

solutions on generating the effective and valid 

data stream mining results and lack of versatility 

and attribute heterogeneity. This fabulous 

challenge motivates us to delve into the study on 

load equilibration in data stream classification.   

3.2 PROPOSED HYBRID FA-CO 

 Hybrid algorithm is nominated to figure 

out the tractable optimization problem by 

incorporating the Firefly algorithm and Ant 

Colony Optimization. The evolutionary process 

of Ant Colony Algorithm accommodates the 

firefly operations to heighten the movement of 

ants towards an optimal solution state. The 

algorithm converges to generate optimal final 

solution, by accumulating the most effective sub-

solutions. The aim of streaming of dynamic 

nodes in the cluster form is to lessen the higher 

execution time. In parallel processing, 

forecasting the execution time and its “Rate of 

Mining” is quite intriguing complex task. For 

every node in the data mining networks, the 

‘Rate of Mining’ pertains to the size of streams 

computed in a unit of time. The general 

architecture of Ant Colony Optimization (ACO) 

is presented as:   

 

Figure 2. General Architecture 

Hybrid FA-CO 

Consider a data stream D of continuous 

data nodes {di…..di+1} with n- dimensional 

feature vector. Here, di is the first node in the 

stream and di+1 is the present data node that is 

newly arrived. The proposed steps are as 

follows: 

i) Generate the number of nodes or 

population N. 

ii) Calculating the objective function of the 

ant using Distance operator of a firefly. 

Let us assume that the distance between 

ants is in continuous space. It is 

considered that the ants are in 

continuous space in data stream 

classification systems. The four 

intuitive properties conditioned are:  
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Positivity: The distance between two data points 

is a nonnegative real number. Let X be the set of 

data points which contains a stream of data as its 

subsets a and b. The distance from a point to 

itself is zero. In formal, it is signified as:  

( , ) 0d a b ≥     and   ( , ) 0d a a =
          

(3.1)
 

Differentiation: The distance between two 

different points should be strictly positive. In 

formal, it is signified as:   

( , b) 0d a a b= ⇒ =
                            (3.2)

 

Equilibrium: When the distance from point a to 

point b or vice versa is found as similar, then it is 

signified as:   

(a , b ) d (b , a )d =
                      (3.3) 

 

Let a and b be the two ants. The distance 

between two ants is given as ai and bj.  

2

,n ,n1
( )

i j

d

a b i jn
r a b

=
= −∑

              (3.4)
 

Where d is the number of population, ai, n is the 

n
th

 component of plane coordinate ai.   

iii) Updating the pheromone trail of ants  
 Based on the output of the distance 

operator, the pheromone updation is done. The 

presumed firefly conditions are:  

 a) All nodes will be attracted by other nodes 

regardless of their decisional parameters.  

b) The communication between nodes is limited 

to hundred meters. Attractiveness is proportional 

to their brightness. The decisional parameters 

(attraction attributes) of a node is directly 

proportional to their system utilization.  

c) The amount of flashing pattern decreases 

when the distance increases. Equilibrating Index 

(EI) is the prime factor that cramp upon the load 

equilibrating process. Before entering into the EI 

calculation, let us discuss about the decisional 

parameters for the initial nodes (or) population. 

In accord to Firefly algorithm, there should an 

attraction between the nodes. The similarities 

contained by node to the incoming request will a 

cause for attraction between nodes. The 

attributes listed as follows: 

 

 
Table 2: List Of Nodes And Its Attraction Attributes 

Nodes Attraction Attributes 

 CPU 

Rate 

Memory 

Rate 

Processing 

time 

N1 C1 M1 P1 

N2 C 2 M 2 P 2 

N3 C 3 M 3 P 3 

N4 C 4 M 4 P 4 

Nn C n M n P n 

 

Attraction attributes is estimated for the initial 

nodes as:  

0
i

i i

p

c m
β =

+                                                        

(3.5)

 

Where 0β  is the initial estimation of the nodes; 

pi is the processing time of i
th

 component of a 

node; Ci is the CPU rate of i
th

 component of a 

node and mi is the memory rate of i
th

 component 

of a node.  The attraction based pheromone 

updation is given as:  

01
( )

md r

n
BI e γβ β −

=
=∑ ∀ all nodes n          

(3.6)  

Here, γ  is the Gaussian form when light 

intensity is medium and its value is 1; m is user 

defined constant where m ≥  1 and r is the 

distance value obtain between the nodes.  
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Table 3: List of updated Equilibrating Index (EI) 

 

 The updated equilibrating index is 

presented in the Table 2. The updated 

equilibrating index is calculated in such a way 

that the nodes with the highest equilibrating 

index will be listed at the top of the list. The next 

step is the mining of least load carrying nodes to 

generate the local optimized sub-effective 

solutions.  

iv) Mining of nodes with least loads 

 The computation of mining the nodes 

with least loads is achieved using “Rate of 

mining” operator of the firefly algorithm. The 

node with least load value attracts towards 

another node with least load value as per the 

definitions of firefly algorithm. At first, 

forecasting the values of next processes among 

the computing nodes. Second is to forecast and 

update the computing nodes which are called as 

“Rate of Mining”.  

Table 4: Parameters Definition  

Tsize  - Size of the task. 

Init_foretell_val (i, j, Tk) – Forecasted time of 

task processing j at node i in the time k.  

NextForetell_val (i, j, Tk+1) - Successor 

forecasted value of task processing j at node i in 

the time k +1.   

Actual_ time (i, j, Tk) -   Actual observed time at 

node i in the time k.   

The processing value of the next node is 

computed as per the formula:  

NextForetell_val (i, j, Tk+1) =  

 [Tsize * Init_foretell_val (i, j, Tk)] / Tot.no.of 

processing nodes with least loads         (3.7)  

The forecasted time of the next processing of 

node is computed as: 

NextForetell_time (i, j, Tk+1) = NextForetell_val 

(i, j, Tk+1) / Actual_ time (i, j, Tk)    (3.8) 

Rate of mining is computed as:  

[NextForetell_val (i, j, Tk+1) / NextForetell_time 

(i, j, Tk+1)] *100 %                         (3.9)  

Table 5: List of mining the nodes with least loads 

v) Convergence 

 The rule of convergence is the n>>m 

which signifies n is the number of nodes and m 

is the value of local optimal of an optimization 

problem. Here, the location of n nodes is 

scattered uniformly and as the iteration of the 

algorithm increases, the subset solutions from 

the local optima is converged. By comparing the 

best solutions among all these optima, the global 

optima are achieved. 
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Figure 3. Proposed Workflow of hybrid FA-ACO 

Table 5: List of mining the nodes with least loads

No.of nodes Loads of 

users 

% RAM 

free 

% CPU 

free 

Processing time 

(milliseconds ms)  

Location-oriented Server 

Distribution 

Node 1 40 20 30 1 Server 1 

Node 2 40 10 30 1 Server 1 

Node 3 40 20 30 1 Server 1 

Node 4 40 50 30 1 Server 1 

Node 5 40 10 30 1 Server 2 

Node 6 40 20 30 1 Server 2 

Node 7 40 40 30 1 Server 2 

Node 8 40 30 30 1 Server 2 

Node 9 40 10 30 1 Server 3 

Node 10 40 30 30 1 Server 3 

Node 11 40 20 30 1 Server 3 

Node 12 40 40 30 1 Server 3 
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4. EXPERIMENTAL RESULTS  AND 

ANALYSIS 

 
 The proposed load equilibrating 

algorithm is developed based on Ant Colony 

Optimization and Firefly algorithm in optimizing 

the load to process the requests in Data mining 

networks. The target of the proposed approach is 

to produce the globalized optimal load balance 

over data mining networks in the progressive 

data environment. In order to evaluate the 

proposed technique, experiments were conducted 

using Java applications with 12 Nodes (Firefly) 

and 3 Servers (Ants) running on core i5 

processor, 4GB RAM and 500 HDD.  

 

4.1 Validation Measures 

  The prime validation measures used in 

the proposed load equilibrating scheme over data 

mining networks is the time taken for running an 

efficient load queue. The attractive decisional 

parameters considered were CPU rate, Memory 

utilized rate, Processing time, Size of task, 

Forecasted value, Forecasted time and Rate of 

Mining. The time is estimated on the adaptive 

requirement of time taken by the system for an 

effective load equilibrating process. The nodes 

(Firefly) are adaptive i.e if the environment set 

up alters, the nodes (firefly) will search for a 

better solution. In data mining networks, the 

mining of knowledge between nodes is of great 

importance.                                                                                                

4.2   Performance Validation  

 

 Below mentioned tables and figures 

illustrates how well we extracts the knowledge 

from simulated data mining networks.  

Table 6. Assumption Table for load statistics on 

Nodes  

 

 

Figure 4. Interpretation chart for load statistics 

on Nodes  

 Table. 6 & Figure 3 depict the 

Assumption table and its Interpretation chart for 

load statistics on Nodes.  

Table 7. Estimating the objective function using 

Distance operator 

Nodes 

ID 

Npos  Spos Assumed 

Distance 

between the 

nodes based 

on Spos  

N1 1 S1 1 

N2 2 S1 1 

N3 3 S1 1 

N4 4 S1 1 

N5 5 S2 2 

N6 6 S2 2 

N7 7 S2 2 

N8 8 S2 2 

N9 9 S3 3 

N10 10 S3 3 

N11 11 S3 3 

N12 12 S3 3 

  

0

20

40
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80

N1 N4 N7 N10

% CPU free
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 Table 7 depicts the estimation of 

Distance value for the assumed 3 servers and 12 

nodes. Before estimating the distance value, it is 

worth important that how many possible 

interactions among the nodes and its servers take 

place should studied. While putting the 

combination statistics among the nodes and its 

servers, there is a chance of 220 ways of 

interaction between the nodes and its servers. 

The one possible order is:  

S1= {1,2,3,4 } ; S2= {9,5,7,12}; S3= { 

6,8,10,11}.  

For S1, the combination of the nodes are (1,2) 

(1,3) (1,4) (2,3) (2,4) (3,4). Then the distance 

value is computed as:  

1

2

(1 2 3 1 2 1) 10Sr = + + + + + =  

From this, it is predicted that the distance 

between the nodes are placed 10m. Similarly, the 

other Server 2 and 3 is computed.  

Table 8.  Estimating the Equilibrating Index (EI) 

(Organized set of nodes) 

Nod

es 

Rate 

of 

Memo

ry 

(mi) 

Rat

e of 

CP

U 

(ci) 

Processi

ng time 

(pi) (ms) 
0β  

EI (

β ) 

N1 20 30 1 0.02

0 

0.00

73 

N2 10 30 1 0.02

5 

0.00

92 

N3 5 30 1 0.02

8 

0.01

03 

N4 50 30 1 0.01

2 

0.00

44 

N9 15 30 1 0.02

2 

0.00

80 

N5 25 30 1 0.01

8 

0.00

66 

N7 45 30 1 0.01

3 

0.00

47 

N12 40 30 1 0.01

4 

0.00

51 

N6 55 30 1 0.01

1 

0.00

40 

N8 65 30 1 0.01

05 

0.00

38 

N10 60 30 1 0.01

1 

0.00

40 

N11 70 30 1 0.01 0.00

0 36 

 Table 8 depicts the updated 

Equilibrating Index (EI) for single combination 

set of 12 nodes under 3 servers. The next step is 

the mining of least nodes to predict which nodes 

should pipelined among processors.  
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Table 9. Mining of nodes 

ID Serve

r 

Code 

File 

Nam

es  

Tsize  InitialFor

etell_val  

Actual_ 

time  

NextForetel

l_val  

(i, j, Tk+1) 

NextForetel

l_time 

 (i, j, Tk+1) 

Rate of 

Mining 

(%) 

20 N1 Task

1.txt 

55000 0.0073 19 33.45 

 

 1.760 17.6 

21 N2 Task

2.txt 

35000 0.0092 26 23.83 1.166 11.6 

22 N3 Task

3.txt 

63000 0.0103 32 54.07 1.689 32.01 

23 N4 Task

4.txt 

75000 0.0044 48 27.5 0.572 48.07 

24 N9 Task

5.txt 

80000 0.0080 47 53.33 1.134 47.02 

25 N5 Task

6.txt 

65000 0.0066 32 35.75 1.117 32.00 

26 N7 Task

7.txt 

55000 0.0047 23 21.54 0.936 23.01 

27 N12 Task

8.txt 

80000 0.0051 19 34 1.789 19.00 

28 N6 Task

9.txt 

50100 0.0040 22 16.7 0.759 22.00 

29 N8 Task

10.tx

t 

80000 0.0038 41 25.33 0.617 41.05 

30 N10 Task

11.tx

t 

15000 0.0040 36 5 0.138 36.23 

31 N11 Task

12.tx

t 

25000 0.0036 34 7.5 0.220 34.09 

        Motivated from the firefly theory, the least 

distinct firefly exhibits similar characteristics. 

From the Table 9, the metric NextForetell_val (i, 

j, Tk+1) and NextForetell_time (i, j, Tk+1) will 

predict the value and time for node to occur in 

next level. The metric “Rate of Mining” outputs 

Nodes 3 & 5 contain same value and the Nodes 

8, 10 & 11 that depicts nodes are equilibrated. 

The nodes 1, 2, 6 & 7 are underload. The nodes 4 

& 9 are overload. Thus, the nodes with load 

imbalance are successfully solved in predictive 

approach.   

5. CONCLUSION 

         In this study, we proposed “hybridized 

FA-CO” algorithm that suggests predicting the 

nodes for equilibrating the loads. Load 

imbalance is the centre issue in the data stream 

classification. The hybridized approach 

investigates with a simulated data mining 

networks with set of nodes, requests and servers. 

Each node occupies with some set of continuous 

attributes and also linked with servers. The 

continuous attributes are assigned to predict the 

nodes for equilibrating the loads. Inspired from 

the theory, Firefly and Ant Colony Optimization, 

the hybridized approach is developed. The target 

of developing hybridized approach is to produce 

effective global optimal solutions. It is carried 

out in five steps namely, generating the 

population, estimating the objective functions, 

updating the pheromone trail of ants (servers), 

mining of nodes with least carrying nodes and 

finally the solution is converged. The 

experimentations are conducted on data mining 

networks and the performance validation is done. 

The result proves that the hybridized approach 

works efficiently for equilibrating the loads in 

terms of lessened load values. As a future work, 

the progressive load equilibration will be studied 

in cloud networks, wireless networks. And then, 
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it can also be re-searched with combination of 

other swarm intelligence techniques. 
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