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ABSTRACT 
 

The microarray technology facilitates biologist in monitoring the activity of thousands of genes (features) 

in one experiment. This technology generates gene expression data, which are significantly applicable for 

cancer classification. However, gene expression data consider as high- dimensional data which consists of 

irrelevant, redundant, and noisy genes that are unnecessary from the classification point of view. Recently, 

researchers have tried to figure out the most informative genes that contribute to cancer classification using 

computational intelligence algorithms. In this paper, we propose a filter method (Minimum Redundancy 

Maximum Relevancy, MRMR) and a wrapper method (Bat algorithm, BA) for gene selection in microarray 

dataset. MRMR was used to find the most important genes from all genes in gene expression data, and BA 

was employed to find the most informative gene subset from the reduce set generated by MRMR that can 

contribute in identifying the cancers. The wrapper method using support vector machine (SVM) method 

with 10-fold cross-validation served as evaluator of the BA. In order to test the accuracy performance of 

the proposed method, extensive experiments were conducted. Three microarray datasets are used, which 

include: colon, Breast, and Ovarian. Same method procedure was performed to Genetic algorithm (GA) to 

conducts comparison with our proposed method (MRMR-BA). The results show that our proposed method 

is able to find the smallest gene subset with highest classification accuracy. 

Key words: Bat-inspired algorithm, Cancer Classification, Gene Selection, MRMR, SVM. 

 

1. INTRODUCTION  

With the advent of DNA microarray technology, 

the biologist has enabled to analysis thousands of 

genes in one experiment. However, it is impossible 

to examine the expression of these huge numbers 

of genes through limited number of samples (high-

dimensional data) [1]. As detecting and classifying 

of cancers are key issues in microarray technology, 

the existing of this huge number of genes form a 

challenge to classification algorithms. Gene 

expression dataset is such kind of huge 

dimensionality dataset extracted from DNA 

microarray technology. DNA microarray 

technology enables a new insight into the 

mechanisms of living systems by possibility of 

analyzing thousand of genes simultaneously and 

gets significant information about cell’s function. 

This particular information can be utilized for 

diagnosis many diseases such as: Alzheimers 

disease [2], diabetes diseases [3], and cancer 

diseases [4]. 

Several studies have shown that most 

genes measured in a DNA microarray experiment 

are not relevant in the accurate classification of 

different classes of the problem [5]. To avoid the 

problem of the curse of dimensionality, gene 

selection (which is commonly known as feature 

selection) is process to find the most informative 

genes with respect to improve predictive accuracy 

of diseases [6]. Methods of gene selection are 

divided into 3 categories:  the wrapper approach, 

the filter approach, and embedded approach.  In the 

first category, the classifier is employed to assess 

the reliability of genes or genes subsets. In second 

category,  a  filter  method  does  not  involve  the  

machine  learning  algorithm  for  removing  

irrelevant  and redundant features, instead uses the 

principal characteristics of the training data to 
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evaluate the significance of the genes subset or 

genes [7]. Wrapper methods tend to give better 

results but filter methods are usually 

computationally less expensive than wrappers 

[8].Embedded methods the last category of gene 

selection approaches, which perform gene selection 

in the process of training and are usually specific to 

given classifier algorithm. Basically, it is 

hybridization between filter and wrapper methods 

to integrating the advantages of both approaches 

that leads to finding informative genes with high 

classification accuracy [9]. 

The meta-heuristic techniques have been 

the mostly widely used in tackling gene selection 

problems, and their performance has been proved 

to be one of the better performing techniques that 

have been used for solving gene selection problems 

[10, 11]. Although many approaches have been 

proposed to tackle gene selection problem; most of 

them still suffer from problems of stagnation in 

local optima and high computational cost, and it 

cannot be guaranteed that the optimal subset of 

genes will be acquired, these problems as a result 

of huge search space [13][14]. Therefore, an 

efficient gene selection algorithm is needed. 

Bat algorithm is a metaheuristic 

introduced by Xin-She Yang [15] is based on 

echolocation of behavior of bats. The advantage of 

bat algorithm is employ the idea of combining 

population based algorithm and local search. This 

combination result in providing the algorithm 

capability of global diverse exploration and local 

intensive exploitation which is the key point in 

metaheuristic. Furthermore, It has been 

successfully applied to a wide variety of 

optimization problems such as Continuous 

Optimization [15, 16], combinatorial optimization 

and scheduling [17, 18], Inverse problem and 

parameter estimation [16] and [19], Classifications 

[20], Clustering [21], and Image processing [22].  

Due to it is strength search capabilities of 

BA algorithm; in this paper, we propose the 

application of BA to select the informative genes 

from microarray gene expression data. The new 

adaptation of BA involve change its continuous 

nature to binary nature. Moreover, when apply Bat 

algorithm to huge dimensional data, it will be 

encountered some challenging problem in 

computational efficiency, similar to other 

evolutionary algorithms. Toward avoiding these 

problems and further improvement to the 

performance of the Bat algorithm (BA), we 

adopted a filtering method, minimum redundancy 

maximum relevance (MRMR), as a preprocessing 

step to reduce the dimensionality of microarray 

datasets. Subsequently, Bat algorithm (BA) and 

Support Vector Machine (SVM) will form as a 

wrapper approach. 

Bat algorithm produce a candidate gene 

subsets from elite pool of genes generated by 

MRMR, while SVM evaluate each candidate gene 

subsets, we called it (MRMR-BA). Experiments 

were carried out in order to evaluate the 

performance of the proposed algorithm using 

microarray benchmark datasets: Colon, Breast, and 

Ovarian. Results of MRMR-BA were compared 

with MRMR combined with GA (MRMR-GA) 

algorithm. When tested using all benchmark 

datasets, the MRMR-BA achieved better 

performance in terms of highest classification 

accuracy along with the lowest average number of 

selected genes. This proves that BA algorithm 

could be alternative approach for solving gene 

selection problem. 

The paper is organized as follow: Section 

2 introduce the related work. Section3 defines gene 

selection problem. Section 4 introduces a briefly 

description of MRMR, Bat Algorithm (BA), Binary 

Bat Algorithm (BBA) and SVM. Section 5 

Illustrate the proposed method. The Experimental 

Setup and results are presented in Section 6. 

Finally, Section 7 conclude our paper and future 

work. 

 

2. RELATED WORK 

In the recent years, extensive research has 

been developed for gene selection problems. 

Various techniques for gene selection have been 

proposed. In the literature, there are several 

algorithms for gene selection and cancer 

classification using microarrays. Alshamlan et al. 

[12] proposed a new hybrid gene selection method 

namely Genetic Bee Colony (GBC) algorithm 

where the hybridization was done by combining 

Genetic Algorithm and Artificial Bee Colony 

(ABC) algorithm. The GBC algorithm proves to 

have a superior performance as it achieved the 

highest classification accuracy along with the 

lowest average number of genes. Shreem et al. [13] 

proposed a new method that hybridizes the 

Harmony Search Algorithm (HSA) and the Markov 

Blanket (MB), called HSA- MB for gene selection 

in classification problems. HSA utilizes naive 

Baye’s classifier in its wrapper approach. During 
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improvisation process, a new harmony solution is 

passed to MB( i.e. the filter approach) for more im- 

provement. Experiments were carried out on ten 

microarray datasets. The HSA-MB performance 

revealed comparable results to the state-of-art 

approaches. El Akadi et al. [1] introduced a 

framework consisting of a two-stage algorithm for 

microarray data. In the first stage, Minimum 

Redundancy Maximum Relevance (MRMR) is 

employed to filter the genes. While in the second 

stage, a GA is used to generate the gene subsets 

and both classifiers Naïve Bayes (NB) and support 

vector machine (SVM) are utilized for the 

evaluation purpose. 

 

3. GENE SELECTION PROBLEM 

3.1 Problem Definition 

Computationally, gene selection problems 

can be expressed as a combinatorial optimization 

problem in which the search space involves a set of 

all possible subsets [23, 24]. This problem is 

known to be an NP-hard problem [25], and is a 

highly combinatorial search in nature. The number 

of solutions in the search space exponentially 

increases when the number of genes increases, and 

there are [2N ] possible subsets of genes, where N 

represents the number of genes. 

 

3.2  Problem Formulation 

The complete set of Genes is represented 

by a binary string of length N, where a bit in the 

string is set to 1 if it is to be kept, and set to 0 if it 

is to be discarded, and N is the original number of 

Genes. In context of optimization is called 

solution representation. The problem formulation 

is illustrated in Figure.1. 

 
Figure 1: The problem formulation 

 

4. RESEARCH BACKGROUND 

4.1  MRMR 

In this study, we employed minimum 

redundancy maximum relevancy (MRMR) [26] 

feature selection approach to address gene 

selection problem. The MRMR tries to find the 

most relevant features based on it correlation with 

class label. Furthermore, minimize the 

redundancy of the feature themselves. This 

filtering process reveals with the features that it 

has maximum relevancy and minimum 

redundancy. To quantify both relevancy and 

redundancy, mutual information (MI) is used to 

estimate the mutual dependency of two variables. 

MI is defined as in Eq.(1)) as follows: 

���, �� � 	∬ 	 
��, ��	��
	 ���,��
��������            (1) 

 

Where X and Y are two features, P (X) 

and P (Y ) are marginal probability functions, and 

P (X, Y ) is the joint probability distribution. The 

mutual information value for two completely 

independently random variables is 0 [27]. 

Given fi , which represents the feature i, 

and the class label c, the Maximum-Relevance 

method selects the top m features in the descent 

order of I(fi; c), i.e. the best m individual features 

relevant to the class labels. 

 

max� �
|�|∑ ����; ����∈�                    (2)    

 

In order to eliminate the redundancy 

among features, a Minimum-Redundancy criterion 

is defined: 

 

   min� �
|�| 			∑ ��	��; �!���,��∈� 	              (3)      

                  

A sequential incremental algorithm to 

solve the simultaneous optimizations of 

optimization criteria of Eqs. (2, and 3) is given as 

the following. Suppose set G represents the set of 

features and we already have Sm-1, the feature set 

with m-1 genes, then the task is to select the m-th 

feature from the set G-Sm -1. This feature is 

selected by maximizing the single-variable 

relevance minus redundancy function. 

 

Max��∈#$�%&'�����		; �� ( �
)$� 	∑ �����*∈	�	%&'		 	 ; 	�! 	��		 
(4) 

 

4.2  Bat Algorithm 

Bat Algorithm (BA), introduce by Xin-

She Yang in 2010 [15], emulates the echolocation 

behavior of bats. They are many kinds of bats in 

nature. All of them have quiet similar behaviors 

when navigating and hunting, whereas they are 
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different in terms of size and weight. Among 

them, microbats extensively used echolocation 

feature. This feature assists microbats whiles it 

seeks for prey and/or avoids obstacles in a 

complete darkness. The behavior of microbats can 

be formulated as novel optimization technique. 

Furthermore, this behavior has been 

mathematically modeled as follows: 

In the BA, the artificial bat has position 

vector, velocity vector, and frequency vector 

which are updated during the course of iterations. 

The BA can explore the search space through 

position and velocity vectors (or updated 

positions vectors). Each bat has a position Xi , 

frequency Fi , and Velocity Vi in a  

d-dimensional search space. 

The velocity, position, and frequency vectors is 
updated in Eq.((5), (6), (7 ). 

 

+�	�, - 1� � 	+��,� -	����,� ( /012,�3�    (5) 

 

  X5	�t - 1� � 	X7�t� - 	V7�t - 1�                   (6) 

 

Where Gbest is the best solution is 

obtained so far and Fi represent the frequency of 

the i-th bat which is update in each course of 

iteration as follows: 

 

F7 � 	F:7;<�F:=> ( F:7;�β               (7) 

 

Where β is a random number of uniform 

distribution in [0,1]. The BA employed a random 

walk in order to improve its capability in 

exploitation as given below. 

 

X;@A � XBCD - εAG                        (8) 

 

Where E is a random number in [-1,1], 

and A is the loudness of emitted sound. At each 

iteration, the loudness and pulse emission I are 

updated as follows: 

 H��, - 1� � 	IH�	�,�                     (9) 

 J��, - 1� � J��0� - L1 ( exp	�(O,� (10) 

 

where α and γ are constant parameters 

lies between 0 and 1 used to update loudness rate Ai 

and pulse rate (ri). The pseudo code of the 

algorithm is presented in Figure.2. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Pseudocode of bat algorithm. 

 

4.3    Binary bat algorithm 

In continuous version of BA, the artificial 

bat can be moved around search space utilizing 

positions and velocity vectors (or updated 

position vectors) within continuous real domain. 

However, in dealing with binary search space 

where the position/ or solution is a series of 0’s 

and 1’s binary bits. As binary search space 

dealing with only two numbers (”0” and ”1”), 

the updating positions process cannot be 

performed using Eq.6. Therefore, a transfer 

strategy should be found to reflect the velocity 

vector value in changing the elements of position 

vector from ”0” to ”1” or vice versa. 

Nakamura et al. [28] have introduced a 

binary version of the Bat Algorithm restricting 

the new bat’s position to only binary values using 

a sigmoid function as follows: 

 

			SQv7ST � �
�<@&UVW

                 (11)            

 

Therefore, Eq.11 can be replaced by: 

 

X7S � X1,								if	SQv	7ST Z σ,
0,												otherwise,             (12) 

 

 

In which σ ~ U(0,1). Therefore, Eq. (12) 

can provide only binary values for each bat’s 

coordinates in the boolean lattice, which stand for 

the presence of absence of the features. 

Initialize the bat population   Xi (i=1,2,…..,n) and Vi 

Define pulse frequency Fi 

Initialize pulse rate ri    and the loudness Ai 

While (t < Max number of iterations) 

Generate new solutions by adjusting frequency, 
Updating velocities and positions [equations (5) to 

(7)] 

If (rand > ri  ) 
Select a solution among the best solutions randomly 

Generate a local solution around the selected best 

solution 

End if 

Generate a new solution by flying randomly 

If( rand < Ai  & f(xi) < f(Gbest) 
Accept the new solutions 

Increase ri  and reduce Ai 

End if 

Rank the bats and find the current Gbest 

End while 
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4.4   Support Vector Machine (SVM) 

A support vector machine (SVMs) is  a  

supervised  learning  algorithm  method  used  for  

classification and regression [29]. SVM is a 

powerful classification algorithm; due to it 

efficient performance in pattern recognition 

domain. For example, SVM classifier has 

successfully applied to classify high-dimension 

data, such as microarray gene expression data. 

SVM constructs a hyperplanes or a set of 

hyperplanes in a high- dimensional space, which 

can be utilized for classification, regression, or 

other tasks. 

SVM has the capability to deal with 

linear and nonlinear datasets. In linear data, SVM 

tries to find an optimal separating hyperplane that 

maximizes the margin between the training 

examples and the class boundary. In 

nonlinear data, we need to define a feature 

mapping function X → φ(x). This mechanism that 

defines feature mapping process is called kernel 

function. There are three common functions: 

• Polynomial kernel 

bQc� , c!T � Qc� 	. c! - eTf	, (13) 

 

• Radial basis kernel 

 

bQc� , c!T � 	 1$ghi*$ijh /lm n,           (14) 

 

• Sigmoidal kernel 

 

bQ	c� , c!T � tanh�	Ic� 	.		c! ( 0�    (15) 

 

Where a and b are parameters define the 

kernel’s behavior. 

 

5. PROPOSED METHOD FOR GENE SELECTION 

Based on aforementioned characteristic of 

microarray dataset, it is impractical to adopt a 

evolutionary algorithm such as BA algorithm 

directly to such huge dimensionality data. A pre-

process should take place to overcome this 

difficulty. Therefore, MRMR is employed to filter 

noisy and redundant genes. It utilizes a series of 

intuitive measures of relevance and redundancy to 

pick out promising features for both continuous 

and discrete datasets As shown in Eq.(1,2,3 and 

4). The main role of MRMR is to select the genes 

that have minimum redundancy for input genes 

and maximum relevancy for cancer disease. To 

further explore reduced gene subset and identify a 

subset of informative genes, BA and SVM 

classifier combined to seek for the better gene 

subset in wrapper way, as shown in Figure.3. 

 

BA has employed as a search technique 

to figure out the near optimal gene subset from 

the reduce set generated. Initially, as nature of 

gene selection problem is binary. Therefore, BA 

has changed to be applicable to binary problems, 

as mentioned in section 3.3. 

 

Based on BA pseducode (as shown in 

Fig.1) BA algorithm starts to generate initial 

population or group of bats. Each bat consists a 

series of 0’s and 1’s bits, where bit value 1 

represents that this gene is selected and bit value 

0 represents that this gene is discarded. SVM has 

utilized as a wrapper approach to evaluate each 

candidate gene subset produced by BA. The 

evaluation function is combined classification 

accuracy and gene subset length, as shown in 

following equation: 

 

			Fittness	�R� � α	γR�D� - 	β	 |s|
|s|$|t|       (16)   

                       

Where αγR(D) is the average of 

classification accuracy rate got by carrying out 

ten multiple cross-validation with SVM 

classifiers. In each round, SVM build a prediction 

model on the training dataset based on gene 

subset R and (class label)/Decision D, and a 

testing will perform on the prediction model on 

the testing dataset to obtain classification 

accuracy. 

 

|R| is the length of selected gene subset.  

|C| is the total number of genes. u and β are two 

parameters related to the significance of 

classification quality and subset length. uϵ [0;1] 

and  β= (1-u). The classification accuracy is more 

vital than subset length. 

 

After initialization of bat population is 

performed and each candidate solution is 

evaluate, BA starts generate new solutions 

according to equations (5,6,7). With a probability 

range of pulse rate ri, each new bat location is 

updated using a local search strategy around the 

current selected best solutions. As already stated, 

the probability of accepting the new solution over 

the current solution depend on loudness Ai and if 

the new solution is better the current solution. It is 

obvious, that BA algorithm is controlled by two 
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parameters: the pulse rate ri and the loudness rate 

Ai. Typically, the rate of pulse emission ri 

increases and the loudness Ai decreases when the 

population become near to the local optimum. 

6. EXPERIMENTAL SETUP & RESULTS 

The implementation of filter and wrapper 

approaches was programmed using two 

programming languages (i.e., java and matlab). In 

filter approach, MRMR was implemented using  

matlab whereas in wrapper approach, BA and 

SVM were implemented using java.  

 

The SVM used in this approach is based 

on the one prepared in libsvm [30]. RBF kernel 

was assign for SVM classifier. Furthermore, grid 

search algorithm was running to tuning the 

parameter of SVM classifier. 

In this study, we tested the proposed 

MRMR-BA method by comparing it with Genetic 

algorithm. MRMR was carried out to filter-out the 

genes. The highest 50 Genes based on MRMR 

scores form a search space to BA

 

Figure 3: Framework of the Proposed Method For Gene Selection. 

 

and GA. An SVM with 10-cross-validation is 

applied to validate and assess each candidate gene 

subset generated from both algorithms. 

 

The 10-cross- validation method was 

performed over each dataset.  The dataset is 

partitioned into (90%) for training set and 

(10%)for testing  set.  Thus, SVM build a model 

based on selected genes and test it on unseen data. 

This process is repeated 10 times for statistical 

validations. Both methods (BA and GA) are 

evaluated base on two measurements: the 

classification accuracy and the predictive gene 

subset length. 

 

6.1  Dataset 

To evaluate the proposed MRMR-BA 

approach, we carried out our experiments using 3 

datasets of gene expression profile. These datasets 

can be freely downloaded from 

http://csse.szu.edu.cn/staff/zhuzx/Datasets.html. 

The datasets and their characteristics are 

summarized in Table 1. 

 

Table 1: Dataset Information 

Datasets # Classes # Samples #Genes 

Colon 2 2000 62 

Breast 2 24481 97 

Ovarian 2 15154 253 

6.2      Parameter Setting 

We examine the effect of BA on three 

microarray datasets with a different 

dimensionality i.e., a large dataset with 24481 

genes (Breast), a medium dataset with 15154 

genes (Ovarian) and a small dataset with 2000 

genes (Colon). The parameter settings of BA for 

Gene selection problem is listed in Table 2. The 

parameters of the proposed algorithm were 

selected based on our preliminary experiments. 

They provide a good trade-off between solution 

quality and the computational time needed to 

reach good quality solutions. 
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Our preliminary tests show that 

increasing number of both iteration and 

population has impact of the algorithm 

performance, but the computational time is 

increased. We found the choosing of appropriate 

values for pulse rate and loudness lead to generate 

a good quality solution. Furthermore, the 

parameter values of GA are also determined as in 

[31]. Table 2 also shows the parameter values for 

the proposed algorithm and GA. 

 

6.3  Results and Discussion 

In this research, we re-implement mRMR 

with GA in order to conduct a fair comparison 

compare with mRMR-BA method. Moreover, we 

set the stopping criterion to be maximum number 

of iterations and we executed 30 independent runs. 

The average of both classification accuracy (ACC) 

and gene subset length (#G)  were computed for 

all runs for both MRMR-BA and MRMR-GA. 

The results are presented in Table 3. 

From Table 3, the results show that the 

performance of MRMR-BA is superior in terms of 

average classification accuracy and average gene 

subset size for all dataset comparing with MRMR-

GA.  In respect to Breast dataset, MRMR-BA 

outperforms MRMR-GA with higher classification 

accuracy and lowest gene subset length. In 

Ovarian dataset, MRMR-BA has achieved 100 

classification accuracy with only 3.83 averages of 

selected genes.

Table 2: parameter setting of BA and GA. 

 

In contrast, the MRMR-GA obtained 100 

classification accuracy with 19.35 average of 

selected genes. For Colon dataset, the result of 

MRMR-BA is quiet higher compared with 

MRMR-GA, as the former obtained 93.12 

classification accuracy with only 8.13 average of 

selected genes. Whereas, MRMR-GA obtained 

86.79 with 24.142 average of selected genes. This 

positive results return to search characteristics of 

BA algorithm in combining global diverse 

exploration and local intensive exploitation that 

result in boost it performance in selecting most 

informative genes with respect to high 

classification accuracy.  

Table 3: Results of comparison between MRMR-BA and 

MRMR-GA. 

7. CONCLUSION AND FUTURE WORK 

In this paper, a new approach proposed 

to solve gene selection problem which combined 

MRMR, BA, and SVM classifier. This approach is 

a hybrid filter-wrapper approach. MRMR filter 

approach run in the beginning to figure out the 

best genes. This process is to fine-tune the search 

space. Then, the reduced set of genes  generated  

from  MRMR represent  solution dimension for BA. 

Each  candidate  gene  subset is evaluated by SVM 

Classifier. Three cancer datasets were used to test 

the performance of the proposed approach. 

Furthermore, a comparison with MRMR-GA 

shows that our proposed approach achieved higher 

classification accuracy with less number of 

genes. The results exhibit that MRMR-BA is a 

promising approach for solving gene selection 

problem.   

In the future work, experimental results 

on more real and benchmark datasets to verify 

Algorithm Parameter Experiment
al Range 

Selected 
Value 

BA 

Number of 
iterations 50-100 100 

Number of 
artificial 

bats 
50-100 100 

Fmin 0-1 0.3 

Fmax 1-2 1 

A 0-1 0.5 

r 0-1 0.5 

α 0-1 0.9 

γ 0-1 0.9 

GA 

Population 
size - 50 

Number of 
generations - 50 

Crossover 
probability - 0.6 

Mutation 
rate - 0.5 

Datasets M MRMR-BA MRMR-GA 

Breast �#G� 18.3 23.86 

ACC 88.6 86.606 

   Ovarian �#G� 3.83 19.35 

ACC 100 100 

Colon �#G�        8.13        24.142 

ACC        93.12 86.79 
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and extend this proposed algorithm. Moreover, an 

enhancement to BA can be done by hybridize 

with existing local search algorithm to empower 

exploitation process that result in improve the 

performance of BA. 
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