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ABSTRACT

In this study, Artificial Neural Network (ANN) model has been used for modeling and design of students’ grades in high school level to predict their grades and increase their performance depends on four factors: grades average of ninth level, grades average of tenth level, grades average of eleventh level, and the average of studying hours per day. To do so a Neural Network has been designed. The input parameters were the grades average of ninth stage, grades average of tenth stage, grades average of eleventh stage, and average studying hours per day. One hidden layer was considered with ten neurons. The output layer is Grades average of high school level. One hundred data points were considered to train the network and calculate the weights. After that, the results of ANN model have been used by Simulated Annealing (SA) optimization algorithm to maximize the students’ grades in high school level. MATLAB software was used to do the implementation part. The main goal of this study has been achieved by predicting high school students’ grades, which can help in increasing the students’ performance in this level of education.
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1. INTRODUCTION

Education system considered as one of the most important systems that contributes to the enhancement of any country in the world, and in most social, economic and cultural areas. By understanding the concept of knowledge, it can be used as a means to improve life in all aspects, particularly economic [1]. From this point of view, developing new methods of education that cope with continued development in all other fields is necessary.

In fact there are a lot of challenges and difficulties facing this goal, one of them is the difficulty to predict levels of student performance and grades. These predictions are particularly difficult and important in high school stage because this stage could be considered the most important stage for students since it can specify which major they will have higher education.

In high school level, students are trying to increase their performance but they don’t know where they stand academically and what is their performance is. The prediction of their grades at this level of education will help them know their current situation and performance. So from this point, this will increase their performance in order to produce the highest possible grades.

Data mining techniques can be useful to achieve the objectives of this work. It is clear that there has recently been a growing demand for using the data mining concept and applying its techniques in different fields such as educational system.

Data mining techniques can be used for exploring students’ data in high school level to identify the factors that affect their academic performance. For this reason, Artificial Neural Network (ANN), which is one of the most popular data mining techniques, will be used in this paper.

An Artificial Neural Network (ANN), which is considered as a black box approach, has great capacity in predictive modeling. In this approach all the characters that describe the unknown situation must be presented to the trained ANN and the identification (prediction) is then given [2]. Artificial Neural Networks offer that and more, where neural networks can be used to help us for prediction using some algorithms, in this paper some factors will be used such as grade of the student in the ninth stage, grade of the student in the tenth stage, the grade of the student in the Eleventh stage, and the average of studying hours for the student per day, then neural networks will be applied on those factor to predict the grade in high school level.
Simulated Annealing (SA) optimization algorithm will be used as well in this study to maximize students’ grades and to get the optimal results of students, which will help increasing the performance of students in this level.

Many researchers concentrated on studying college students’ performance depending on some factors like marks but very limited put the spot on the students in high school level [3] [4] [5]. However, this paper is going to fill this gap by achieving the main aims by increasing the performance of high school students by applying Artificial Neural Network (ANN) model to predict students’ grade then improving and optimizing their final grades by applying Simulated Annealing (SA) algorithm.

The objectives of this paper, framed to assist the academic achievers in high school level, are as follows:

A. Identify the different factors that can affect Students performance.
B. Construct a prediction model using Artificial Neural Network (ANN) in order to predict student final grades.
C. Develop a Simulated Annealing (SA) optimization algorithm to maximize the students’ grades in order to increase students’ performance.

2. LITERATURE REVIEW

There is an increasing interest in using data mining in Higher Education (HE) but very limited in high school level. Most of these research works are concerned with the performance of students [6] [7]. There are many resources for data in HE such as: graduate students’ surveys, students’ transcripts, workshops, etc. However, this paper concentrates initially on student transcript data since many previous studies have considered it as a significant indicator to student performance. However, it appears to be that no studies have taken Simulated Annealing (SA) into consideration side by side with data mining techniques.

There are many studies were applied the Data Mining techniques on the educational system but very limited studies used the optimization algorithms specially the Simulated Annealing (SA) algorithm which make this area of study very interesting to achieve the benefits of the optimization algorithms in increasing and maximizing the performance of high school students.

Most of the researchers are concentrating on higher education system by using different data mining techniques to predict students’ grades but very limited studies concentrated on high school level. For example, the authors in their study [8] explain the importance of increasing the students’ performance in university courses, and they believe that there are several factors that may affect this performance. The authors used the data mining processes, particularly classification, to help in predicting students’ grades and enhancing the quality of the higher educational system by evaluating student’s data and study the main attributes that may affect the student’s performance in higher education courses.

Flores in his study tried to identify the students who had a problem to passing the courses at Cordoba University. The Artificial Neural Network model was developed and used to predict the students’ grades [9]. However, Flores obtained his data from MOODLE logs (Modular Object-Oriented Dynamic Learning Environment). He applied his experiment using MOODLE Database that contained 240 students in methodology and programming technology course, and then Flores worked to simplify the experimental work as much as possible by reducing the range of grades to pass or fail.

Kotsiantis tried in his study to take advantage of students’ data at the Hellenic Open University that is written on the assignments and the marks of students in order to predict the student’s performance [10]. He also applied many supervised machine-learning techniques like neural networks, naive bayes, decision tree, support vector machines, and logistic regression. By the end, he found that neural networks are one of the best techniques to be used to predict the students performance, ANN was accurate more that the other techniques and easy to use.

The goal of the study that presented by Kalles [11] is an improvement on the previous study [10]. In fact, one of his goals in this study is to analyze student performance and to generate short rules by which to predict the success or failure patterns of undergraduate students at Hellenic Open University. He compared previous supervised machine learning techniques with other techniques based on genetic algorithms, and discussed the possibility of developing and
improving the results through the use of GA Tree algorithm and its system (GATree system).

Saleh and Geoffrey in their study [12], they have investigated many approaches based on simulated annealing at the university level. However, by using simulated annealing the authors got valid schedules for problem of academic class scheduling for large university using a complex cost function.

Duong and Lam also did similar work as the previous study [13], they used in their study the simulated annealing algorithm to present a solution method for examination timetabling or academic course scheduling. However, they combined constraint programming and simulated annealing for the problem of exam timetabling with real data sets and they proved that they could solve a very difficult scheduling problem with simulated annealing.

After reviewing the related literature, it could be concluded that very few researchers were interested in studying the student performance in high school level using data mining techniques specially Artificial Neural Network (ANN) and optimization algorithms such as Simulated annealing (SA).

3. APPLYING ARTIFICIAL NEURAL NETWORK (ANN)

3.1 Artificial Neural Network Overview

Artificial Neural Networks are considered as an artificial intelligence modeling technique. It contains neurons as original units, and as mentioned before it functions like the cell of the human brain, which is arranged in different layers in the network.

ANN has the ability to learn from a sample set which is called an ANN learning set. The architecture of ANN needs to first be established with some constrains on it – the number of hidden layers and neurons in each hidden layer has to be identified, then the learning process and calculation of weights can be started [14].

The back propagation (BPN) starts from the input layer the proceeds to the hidden layer and finally the output layer. There are also some equations that will be used to help in completing the process. The equations have been described in detail below [15].

Net input to node j can be represented as:

$$\text{net}_j = \sum_i w_{ji} o_i - b_j$$

Where \(b_j\) is the quantity of biasness over node j

Output of the node j can be represented as:

$$o_j = \frac{1}{1 + e^{-\text{net}_j}}$$

The outputs from the hidden layer are introduced into nodes in the output layer. This process is called the feed forward stage, and then output \(o_{pk}\) can be obtained from nodes in the output layer.

System error is represented as:

$$E = \frac{1}{2p} \sum_p \sum_k (t_{pk} - o_{pk})^2$$

Error for (BPN) from nodes in the output layer to the nodes in the hidden layer using gradient search method:

$$\Delta_p w_{ki} = -\eta \frac{\partial E}{\partial w_{ki}} = \eta \delta_k O_j$$

The d value for output layer is represented as:

$$\delta_k = o_k (1-o_k) (t_k - o_k)$$

When all the training input used in training system will collect adjusted weights using the equation represented as:

$$\Delta w_{ji} = \sum_p w_{ji}$$

Adjustment of weights will be achieved according to:

$$w_{ji}(n+1) = w_{ji}(n) + \Delta w_{ji}$$

Input data point must be closed to the interval \([0, 1]\), so we can consider the interval \([0.1, 0.9]\) is the best and convert the data to become between 0.1 and 0.9.

In order to activate ANN we will use the sigmoid function, since it takes any real valued input and returns an output bounded between \([0, 1]\).

$$y = f(x) = \frac{1}{1+e^{-x}}$$

Finally, to validate our ANN, set of data has taken to be validated, then MSE (Mean Square error) will be calculated and epochs required for optimal solution will be found.
3.2 ANN Model

Data in this study has been collected from 100 hundred students (50 male and 50 female) in private school at Kingdom of Saudi Arabia (KSA). As mentioned before, four inputs (Grades average of ninth stage, Grades average of tenth stage, Grades average of eleventh stage, and average studying hours per day) and one output (average of high school stage) will be used.

The data will be divided into three samples, the first one for the training, second for the validation, third for the testing. Percentage will be divided as (60% for the training, 20% for the validation, and 20% for the testing).

Figure 1 shows the neural network model created for data classification. This figure describes the architecture of the model created and how input parameters such as grades average of ninth stage, grades average of tenth stage, grades average of eleventh stage, and average studying hours per day are connected to hidden layer and further hidden layer is connected to output layer such as average of high school stage.

In this work, the network model has created with four input parameters are connected to one hidden layer and then the hidden layer are connected to one input layer.

3.3 ANN Results:

After applying the data on the ANN model, Figure 2 shows the regression analysis chart for MSE performance function with logsig activation function. Within this graph the training R=0.92235 and the test R=0.93093 and the validation is 0.93107.

In this paper, by varying the simulation is trained the neural network tool in three performance functions and the three activation functions. The results obtained after training the data under different scenarios MSE gives better validation results. The errors obtained the training for MSE is 18.769, testing error is 19.025 and validation is 25.2298.
relationship between the outputs and targets. If $R=1$, this indicates that there is an exact linear relationship between outputs and targets. If $R$ is close to zero, then there is no linear relationship between outputs and targets.

In this case, the training data indicates a good fit. The validation and test results also show $R$-values that greater than 0.9. The scatter plot is helpful in showing that certain data points have poor fits.

4. APPLYING SIMULATED ANNEALING ALGORITHM (SA)

4.1 SA Overview

Simulated Annealing (SA) is a random search technique which exploits an analogy between the way in which metal cools and freezes into a minimum energy crystalline” [16]. However, SA considered as algorithm for solving the combinatorial minimization problems and NP complete problems [17].

Table 1 below shows the strengths and weaknesses of the simulated annealing algorithm [16].

<table>
<thead>
<tr>
<th>Strengths</th>
<th>Weaknesses</th>
</tr>
</thead>
<tbody>
<tr>
<td>can deal with highly nonlinear models, chaotic and noisy data and many constraints.</td>
<td>Since SA is a metaheuristic, a lot of choices are required to turn it into an actual algorithm.</td>
</tr>
<tr>
<td>robust and general technique</td>
<td>There is a clear tradeoff between the quality of the solutions and the time required to compute them.</td>
</tr>
<tr>
<td>its main advantages over other local search methods are its flexibility and its ability to approach global optimality.</td>
<td>The trial work required to account for different classes of constraints and to fine-tune the parameters of the algorithm can be rather delicate.</td>
</tr>
<tr>
<td>The algorithm is quite versatile since it does not rely on any restrictive properties of the model.</td>
<td>The precision of the numbers used in implementation is of SA can have a significant effect upon the quality of the outcome.</td>
</tr>
</tbody>
</table>

It can be concluded that the main point of Simulated Annealing (SA) advantages of over other methods is the ability to ignore becoming trapped in local minima, and SA does a random search which does not accept decreasing change but can accept the increasing changes. The latter are accepted with a probability:

$$p = \exp \left( -\frac{df}{T} \right)$$

Where $df$ is the increase in $f$ and $T$ is a control parameter, which by analogy with the original application is known as the system “temperature” irrespectively of the objective function involved. The implementation of the basic SA algorithm is straightforward. The following Figure 4 shows its structure [10-16]:

![Simulated Annealing Structure](image)

The following Figure 5 is an algorithm that presents the simulated annealing heuristic algorithm. As shown in Figure 4, the code starts with the initial state $s()$, energy, and best solution and continue until maximum $(k_{max})$ or until state with energy of $(e_{max})$ or less. After that the neighbor/s must return random number between 0 and 1. Call temp $(r)$ is the annealing schedule, which in the code could yield the temperature to use also the fraction $r$ of the time, has been expended.
4.2 SA implementation

In this section, the developed algorithm of Simulated Annealing (SA) has been described in detail. MATLAB software has been used for the implementation part for both Artificial Neural Network (ANN) and Simulated Annealing (SA). Below is the code for SA with the description in detail:

```
***************************************
t0=50;m=50;n=50; % t0: starting temperature m: number of temperatures n: no. of moves
x0=[78 85 79 3]; % x0: initial solution
xn=x0; % xn: the solution for next iteration
t(1)=t0; % next temp
xf=x0; % final solution
alpha = 0.9; % cooling parameter
xn=x0; % current solution equals the initial solution
for r=1:m % start the loop for the temperatures
    for i=1:n % start the loop for each temperature
        % move operator for the solution
        xtemp(1)=xn(1)+normrnd(0,0.1) % move operator for the first grade
        xtemp(2)=xn(2)+normrnd(0,0.1) % move operator for the second grade
        xtemp(3)=xn(3)+normrnd(0,0.1) % move operator for the third grade
        xtemp(4)=xn(4)+normrnd(0,0.05) % move operator for the hours
        % check if the move solution is better than the current solution
        if sim(net100,[xtemp(1);xtemp(2);xtemp(3);xtemp(4)])>= sim(net100,[xn(1);xn(2);xn(3);xn(4)])
            xn=xtemp; % the current solution equals the tempory solution (take the move)
        end % this means if the prob. not greater then we will not take the move
        % end if the current is not better dont change the final
        t(r+1)=t(r)*alpha; % change the initial temperature
    end % end for n
end % end for m
xf=round(xf);
for i=1:4
    if xf(i)>100
        xf(i)=100;
    end
end
solution=xf
optimal=round(sim(net100,[xf(1);xf(2);xf(3);xf(4)]))
***************************************
```

4.3 SA Results

The result of the Artificial Neural Network (ANN) model has been entered on the simulated annealing algorithm, which represented as a function called (Net100) in the previous simulated annealing code, then have the starting temperature, number of temperatures, and number of moves have been changed multiple times. Finally 50 moves have been considered for each one, which gave better results after running the program.

Below are the initial solutions:
- The average of the ninth grade= 78
- The average of the tenth grade= 85
- The average of the eleventh grade=79
- The hours of study per day=3

Table 2 represents the result of changing some parameters in SA code. However, the changes were...
in the initial solution, the annealing schedule, and the stopping criterion.

As shown in Table 2, after changing some parameters of SA code, there is a change in the best-input solution and the optimal solution. For example, the first result when the initial temperature was 50, the cooling parameter was 0.9, the number of temperature was 50, the number of moves was 50, and the Initial Solution was (90 91 92 4). In this case the best input solution will be (98 89 100 5) and optimal grade is 93, this means if the average of the student in the ninth stage was 90, the average of the student in the tenth stage was 91, the average of the student in the eleventh stage was 100, and his studying hours per day were 4, the max grade he will get is 93.

It can be concluded here that the student’s high school grade can be predicted then the performance of the student can be positively improved using simulated annealing algorithm.

5. CONCLUSIONS AND FUTURE WORK

Artificial Neural Network (ANN) model was applied in this study to predict the high school students’ grades to increase their performance depends on four factors: grades average of ninth stage, grades average of tenth stage, grades average of eleventh stage grades, and average studying hours per day. The results obtained after training the data under different scenarios Mean Squire Error (MSE) gives better validation results.

Simulated Annealing (SA) algorithm was applied as well on the results of Artificial Neural Network (ANN) model using MATLAB software (code was developed to do so).

Finally from the results the objectives of this paper have been achieved by predicting the students’ grades in high school level using ANN, students’ grades have been improved by using SA algorithm to increase students’ performance and maximize their final grades.

As an extension of this paper, the attendance data of a certain student along with his/her transcript’s achieved by this work will be taken into consideration to build a predication model that assist the student in increasing his/her academic performance.
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Table 2: Results of changing some parameters in SA code

<table>
<thead>
<tr>
<th>Initial Temperature</th>
<th>Cooling parameter</th>
<th>Number of Temperature</th>
<th>Number of Moves</th>
<th>Initial Solution</th>
<th>Best input Solution</th>
<th>Optimal grade</th>
</tr>
</thead>
<tbody>
<tr>
<td>Change the initial solution three times</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.9</td>
<td>50</td>
<td>50</td>
<td>90 91 92 4</td>
<td>98 89 100 5</td>
<td>93</td>
</tr>
<tr>
<td>50</td>
<td>0.9</td>
<td>50</td>
<td>50</td>
<td>80 85 87 2</td>
<td>82 83 100 7</td>
<td>91</td>
</tr>
<tr>
<td>50</td>
<td>0.9</td>
<td>50</td>
<td>50</td>
<td>75 70 70 2</td>
<td>77 76 99 3</td>
<td>89</td>
</tr>
<tr>
<td>Change the annealing schedule three times</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.8</td>
<td>50</td>
<td>50</td>
<td>90 91 92 4</td>
<td>100 88 100 9</td>
<td>93</td>
</tr>
<tr>
<td>50</td>
<td>0.5</td>
<td>50</td>
<td>50</td>
<td>90 91 92 4</td>
<td>94 92 96 7</td>
<td>97</td>
</tr>
<tr>
<td>50</td>
<td>0.1</td>
<td>50</td>
<td>50</td>
<td>90 91 92 4</td>
<td>94 89 94 6</td>
<td>92</td>
</tr>
<tr>
<td>Change the stopping criterion twice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td>0.9</td>
<td>30</td>
<td>50</td>
<td>90 91 92 4</td>
<td>93 91 97 6</td>
<td>95</td>
</tr>
<tr>
<td>50</td>
<td>0.9</td>
<td>10</td>
<td>50</td>
<td>90 91 92 4</td>
<td>89 88 91 4</td>
<td>93</td>
</tr>
</tbody>
</table>