A NEW PROCESSING OF CHAOS-BASED FAST IMAGE ENCRYPTION ALGORITHMS
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ABSTRACT

Recently, many studies have shown that the image encryption could be done using some techniques like RES, DES, IDEA but the new and effective technique for speedy and secure encryption using chaos-based cryptography is the most preferred encryption technique. Chaos-based encryption algorithms are a hybrid technique of multiple chaotic maps and can be repeated the same process for multiple cycles to increase the security. But, the increasing the number of steps to process an image will increase the processing time too. Another reason, if the number of pixels being encrypted increased will increase the processing time. Since, chaos-based algorithms are selected as a good choice for encrypting images during the real time applications, lesser response time and even the higher security are important. This paper will focus on evaluating encryption techniques by using two dimensional chaotic maps and comparing the strength of the encryption algorithms security and the time responses for many images have different sizes. Finally, quantitative results are compared evaluated and implemented of the serial implementation, parts of encryption and decryption process that can be parallelized (using GPU and CUDA programming) with the serial implementation.
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1. INTRODUCTION

Nowadays, security has become an essential part of digital media. Images, videos and speech are being shared and distributed in various fields like public use it for bank transactions or business communications, government use it to share secret confidential data, and in the medical field, it is used to account patients reports. All these require user authentication, reliability and accuracy of data and encryption techniques are useful tools to provide that required security. Consumer electronics like mobile phones use wireless network to share and receive images and videos which have limited bandwidth that definitely needs multimedia security.

In real time applications, time to compress or decompress and encrypt or decrypt the images is major impediments and hence it becomes difficult to handle a large amount of data. Hence, it is important to decide the right encryption algorithm depending upon the requirements and resources. It is important to understand that traditional text encryption algorithms cannot always be used for multimedia encryption, because images and videos have larger, redundant data and pixel values are highly correlated with each other, hence using text encryption algorithms like AES, IDEA, RES will take large computational time, power and will require more space to process. Unlike, text encryption decrypted images are acceptable even if we have minor inconsistencies as compared to the input image until those differences are minimal and not noticeable. In the past two decades, there have been several image encryption algorithms proposed, which can be broadly classified into three major group’s position permutation [1], value transformation [2] and visual transformation based algorithms.

This paper will discuss chaotic maps and their key properties. Also, the close relationship between chaos theory and cryptography which will explain why chaos-based image encryption are often preferred over traditional encryption techniques.

Also, evaluates the security properties of the different arrangements using the chaotic maps. The security analysis is done using commonly used quantities like the number of changing pixel rate (NPCR) and the unified averaged changed intensity (UACI). Then the response time for these
The number of bits used to represent pixel tells the range of colors an image can represent. The color scale can be divided into two parts 8 bits per pixel and 24 bits per pixel. An 8 bits pixel is able to represent $2^8$ or 256 different colors of grays, rather the pixel values represent the intensity of black and white colors.

2.2. Arnold Cat Map
Arnold Cat maps which was named after Vladimir Arnold. He used an image of a cat to display the effect of this chaotic map. In this mapping technique, images go through a transformation that randomizes the original image pixels. Equations 1 and 2 shows the matrix notation of the mapping transformation [5].

$$\Gamma\left(\begin{bmatrix}x \\ y \end{bmatrix}\right) = \begin{bmatrix} 2 & 1 \\ 1 & 1 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} \mod n$$ \hspace{0.5cm} (1)

$$\Gamma\begin{bmatrix} x \\ y \end{bmatrix} \to \begin{bmatrix} x + y \\ x + 2y \end{bmatrix} \mod n$$ \hspace{0.5cm} (2)

Some key features of this mapping technique are it is area preserving that is the transformed image requires the same area as the actual image, it can be even deduced as the determinant of the matrix is 1. [3] gives an overview of the properties of Cat map and basic principles of chaos-based systems. figure 1 shows how the linear map changes the unit square and how the pieces are rearranged after modulo operation.

2.3. Henon Map
Henon Map is a discrete dynamic system, which was developed by Michel Henon as a simplified version of Lorenz model. In 1963, Edward Lorenz examined three first-order differential equation which was attracted to a strange attractor. The equations 3, 4, and 5 are non-linear, deterministic and three dimensional. Because, of its simplicity they were widely used in areas like electric circuits, motors, chemical reactions [6].
Henon carried out the experimentation using the formula defined in equation 6 and 7 for initial conditions \( a=1.4 \) and \( b=0.3 \) and based on an initial \((X_0, Y_0)\) condition, the sequence generated a Henon attractor, which was diverging to infinity or was converging to a strange attractor. Figure 2 shows the Henon attractor after several successive iterations starting from \((X_0, Y_0)\). [7] explains in detail the properties of Henon map and how it is derived using Lorenz systems.

\[ \frac{dx}{dt} = \sigma(y - x) \tag{3} \]
\[ \frac{dy}{dt} = x(p - z) - y \tag{4} \]
\[ \frac{dz}{dt} = xy - \beta z \tag{5} \]

Duffing Map

Another famous discrete-time dynamical system which exhibits chaotic behaviour is Duffing map, equation 8 and 9 shows the x and y mapping equation. Similar, to Henon map, it takes input \((X_n, Y_n)\) to generate \((X_{n+1}, Y_{n+1})\) and hence it is critical to decide the right value of ‘a’ and ‘b’ so that the behavior is chaotic. For \( a=2.75 \) and \( b=0.2 \) [8], Duffing map produces the plot shown in figure 3.

\[ x_{n+1} = y_n \tag{8} \]
\[ y_{n+1} = -bx_n + ay_n - y_n^3 \tag{9} \]

Figure 3: Duffing Map after several iterations

2.4. Cross Chaotic Map

Cross chaotic map is an amalgamation of two chaotic maps, Logistic, and Chebyshev, the equation is being referenced from [9]. Both, these algorithms are one dimensional and non-linear dynamic systems and in order to reduce doing the multipart calculations, it is more efficient to combine these chaotic maps as shown in equations 10 and 11 and achieve better security level by using the resultant map in two dimensions. As per the evaluation in [10], for values of \( \mu=2 \) and \( k=6 \) the system produces great dynamic behaviour. Like Duffing map the points \( x_0=0.1933 \) and \( y_0=0.8087 \) generated using a random generator is used as initial points for the cross chaotic map.

\[ x_{i+1} = 1 - \mu.y_i.y_i \tag{10} \]
\[ y_{i+1} = \cos(k.\cos^{-1} x_i) \tag{11} \]

3. GRAPHICS PROCESSING UNITS

Graphics Processing Units (GPU) has become an important part of current computational systems. This progress has been possible because of the stagnation in traditional CPU clock speed and more people have started shifting focus on using GPUs for general purpose computing. [11] has information about how GPU has evolved over the years and about the different fields it is being used. GPU-accelerated computing uses GPUs along with Central Processing Units (CPU) to accelerate applications that have ample parallelism. These...
performance gains are best realized when the computation intensity is high and elements are largely independent. GPU can provide the speed-up by offloading the compute-intensive portions of application from CPUs as shown in figure 4.

Figure 4: GPU acceleration framework

4. CUDA – PROGRAMMING MODEL

CUDA is the most commonly used parallel programming model and computing platform invented by NVIDIA. CUDA makes it easy to use high-level languages like C, C++ and Fortran on GPU, hence a single code can have some part that runs sequentially on CPU and some part that runs on GPU. Earlier Graphic Processing Units were exclusively used to render graphics, but over the course of time, GPU programming has improved by introducing several new extensions and functions.

All GPU processes are termed as Kernel functions, which are executed by an array of threads. To manage thousands of threads run easily, they can be grouped into blocks which are further grouped into grids. Hence, kernel functions are executed as a grid of blocks of threads as shown in figure 5.

Figure 5: CUDA Thread Organizations

All threads are organized in a block uses threadIdx indexes and blocks use blockIdx to be organized inside a grid, which is predefined variables in CUDA.

5. PARALLEL PROCESSING OF PROPOSED ALGORITHM

The serial implementation of two-dimensional chaotic maps is using a C program. For Arnold Cat map, it takes the pixel values and shuffles them using simple matrix multiplication as shown in figure 6 where the red, green and blue pixel values are transformed individually and to maintain the newly mapped index within the image size it is being modulated with the image width.

The limitation of using Arnold Cat map is that image width and height must be same for the transformation to work and decrypted and the original image to be same.

Figure 6: Arnold Cat Map Serial implementation

For the other three 2d chaotic maps the steps for the algorithm are different and the chaotic model formula changes, figure 6 shows the two step process of the algorithm’s implementation.

The first step is to use the chaotic maps to run a recursive process where \( X_{n+1} \) and \( Y_{n+1} \) pseudorandom value is calculated using \( X_n \) and \( Y_n \) as shown in figure 7. This process can run for any value of \( n \), but these values are going to be used as a key for encrypting the pixel values, hence they need to be restricted by some constraint. The size of the key stream is a very important parameter when choosing an image encryption algorithm for real-time application. In this approach, the above process is repeated for \( N^2 \) times, where \( N \) is the width and height of the image.

Figure 7: Key generation algorithm

This key generation logic is based on the similar approach used in [12]. Next, the \( N^2 \) image is broken into individual red, green and blue pixel values into a 2-d matrix. Every individual pixel value in then XORed using the key generated in the previous step as shown in figure 8.

Figure 8: Encryption process
The decryption process is fairly simple because it is just repeating the same steps with the encrypted image to get the original image. Arnold cat map can be decrypted by reversing the assignment. This is the reason to use an equal width and height image so that the area is preserved and no pixel value is lost in the decryption process. In the case of Henon, Duffing and Cross chaotic maps the key generation algorithm will remain similar, but instead of XORing, the input pixels and key, the encrypted image pixels and key will be XORed to get the decrypted image pixels as shown in figure 9. Because, XOR cipher is like an additive cipher, which implies an input can be encrypted by applying the bitwise XOR function with key and when reapplying the same XOR operation will even remove the cipher key.

Figure 9: Decryption process

6. SECURITY ANALYSIS TECHNIQUE: RANDOMNESS TEST – NPCR AND UACI

Cryptanalysis became important after Eli Biham and Adi Shamir published a paper [13] which did a security analysis of Data Encryption Standard (DES) and various other ciphering techniques. Since then it is an important evaluation criterion to test a new algorithm.

In image encryption, algorithms strength to resist different attacks is usually evaluated using two most common quantities number of changing pixel rate (NPCR) and the unified averaged changed intensity (UACI). It is often regarded that a high NPCR and UACI value means a higher security level, but it is still not clear if that is always applicable, because there are some odd use cases where even with higher NPCR and UACI values the security level is not high.

As shown in equations 12 and 13 NPCR value focuses on the entire number of pixels where $C^1$ and $C^2$ are images before and after encryption respectively and $C^1(i, j)$ and $C^2(i, j)$ are one pixel value at i and j coordinate. T denotes the total number of pixels. If the pixel values of input and output images are same then the bipolar array $D$ has a value 0 and if the values are different then the value is 1. The overall NPCR value ranges between [0, 1].

$$D(i, j) = \begin{cases} 0, & \text{if } C^1(i, j) = C^2(i, j) \\ 1, & \text{otherwise} \end{cases}$$

\[
NPCR: N(C^1, C^2) = \frac{\sum_{i,j} |D(i,j)| \times 100\%}{T} 
\]

Another commonly used parameter for randomness test is UACI which is used to calculate the averaged difference between the input and encrypted image pixels, shown in equation 14. Here $C^1(i, j)$ and $C^2(i, j)$ denote the same as NPCR pixel values, here $F$ denotes the largest supported pixel value, for this thesis it will be 255. Hence, even UACI value ranges from [0, 1].

$$UACI : u(C^1, C^2) = \frac{\sum_{i,j} |C^1(i,j) - C^2(i,j)| \times 100\%}{F \cdot T}$$

Based on the experimental findings in [14] comparing two encryption outputs based on their test scores quantitatively is not accurate. It is noticeable that NPCR values are often close in the range of 99-100%. Hence, it is preferable to have a high NPCR value, but the differences are not very significant. But, UACI values calculated using numerical and experimental results it is clear that many image encryption methods fail UACI test because of either too low or too high scores.

7. EXPERIMENTAL RESULTS

These experiments are performed on different image sizes using the above mentioned encryption techniques, based on which the encryption and decryption times, NPCR and UACI values are calculated. These experimental results show that to achieve higher security processing time increases substantially too.

If we combine the different chaotic maps as a combination of encryption steps the processing time will be almost equivalent to the summation of the individual encryption process. Hence, it is critical to maintaining a balance between achieving better securities and running time of the algorithm. Since chaotic maps are used for image encryption in real-time applications it is important to improve the processing time.

The following experiments (see figures 10 and 11) are performed using one chaotic map or by combining Henon, cross chaotic and duffing maps with Arnold Cat Map. Based, on the results, it is evident that as the image size increases the encryption and decryption time increases much
faster, which a bottleneck is when faster response
time is expected.

Figure 10: 2048*2048 input image

Figure 11: Encryption results for 2048*2048 image size
- multiple encryption steps

On comparing the NPCR and UACI values cross
chaotic and duffing maps are more efficient than
the others also when the encryption process
comprises of multiple encryption steps using a
combination of Arnold Cat map with Henon,
Duffing and cross chaotic maps the results are
further improved, but this increases the total
encryption time even more. There is a direct co-
relation between the image size, level of security
and encryption time.

Using this property of key generation the overall
time for encrypting multiple images can be
improved. Figures 12 and 13 shows four
4096*4096 size images using one key generation
step and that encrypts all the four images.

Figure 12: Parallel encryption of some images using
Cross chaotic and Arnold cat map

Figure 13: Encryption time for 4096*4096 image pixels
without key generation time

8. CONCLUSION

From the above-discussed encryption schemes,
some principles could be used for more robust and
efficient image encryption algorithms. The primary
focus of this paper is to understand chaos-based
image encryption technique. In the past decade,
there has been several a new image encryption
technique developed or enhancements for the
existing techniques being done. Similarly, this
paper work does an analysis of the two-dimensional
chaotic maps and how they are implemented as
encryption algorithms.

Because of the property of image pixels being
separate entities they can be encrypted
independently and hence this research uses Graphic
processing units (GPU) to parallel process these
image pixels and then profile their behaviour based
on different parameters. The results were improved
substantially, because the time complexity is
reduced from quadratic O (n^2) to constant O (1)
time. Even though using GPU, we need to transfer
the data from host system to the GPU device which
is an overhead, but this varies from machine to
machine, there are also efficient ways of making it
less time consuming and above all when compared
with the overall time improvement this overhead
time is minuscule.

But, the main bottleneck is the encryption key
generation algorithm, as chaos-based encryption
algorithms are based on the principle of feedback
system where current values are dependent upon
the previous values. Hence, they can’t be
parallelized, to overcome this issue, multiple
images are being encrypted using single key
generation step. When implemented using four
images of 4096 by 4096 pixels and a single key
generation step speedup of ~10 times was achieved.
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