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ABSTRACT 

 

The routing of a fleet of vehicles to service a set of customers is important in the field of goods distribution. 

Vehicle routing problem with time windows (VRPTW) is a well-known combinatorial problem. This article 

aims at studying the vehicle routing problem with time windows and target time (VRPTWTT). VRPTWTT 

involves the routing of a set of vehicles with limited capacity from a central depot to a set of geographically 

dispersed customers with known demands and predefined time windows as well as a target time. There are 

penalties associated with servicing either earlier or later than this target servicing time. The goal is to 

minimize the costs of transport and penalties of delay and ahead of time. Although VRPTWTT is a new 

variant of the VRP with time windows, the problem is not easy to solve, and it is also NP-hard. To solve the 

VRPTWTT, we propose a hybrid method combining Neighborhood search with Ant Colony Optimization 

Algorithm (ACO). Furthermore, when ACO is close to current optimal solution, neighborhood search is 

used to maintain the diversity of ACO and explore new solutions. First, we present a description of the 

hybrid method followed by computational results and the conclusion. 

Keywords: Vehicle Routing Problem, Time Window, Target time, Ant Colony Optimization, Neighborhood search. 
 

 

1. INTRODUCTION AND RELATED 

WORKS 

 

The vehicle routing problem (VRP) is a 

combinatorial optimization problem that has been 

extensively studied in the literature since it was 

introduced by Dantzig and Ramser[14].Its 

application is very important in many fields such as 

transportation, logistics, communications, 

manufacturing, military and relief systems, and so 

on. In the traditional VRP, client’s request consists, 

generally, of an amount of goods. These goods are 

delivered to their corresponding clients using a set 

of homogeneous vehicles based at a single depot. 

The problem aims to find a set of minimum cost 

routes to serve the clients respecting vehicle-

capacity constraints. The cost of a route can be the 

total distance or time travelled by the vehicle 

associated with it. A typical VRP is described as a 

complete directed graph. Figure1 displays an 

example of VRP, where the depot is denoted as 0 

and the customers are denoted as 1 to 10. The 

solution of this VRP includes three routes: 0-6-7-4-

5-0, 0-8-9-0 and 0-1-2-3-0. 

 

Figure 1: An Example Of Vehicle Routing Problem 

Network. 
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  There are many different types of vehicle routing 

problem that have been addressed in the literature 

according to variants of constraints; for instance the 

vehicle routing problem with time windows 

(VRPTW) in  which each customer is associated 

with a time interval and can only be served within 

this interval [7], the multi-depot vehicle routing 

problem (MDVRP) in which more than one depot 

is considered [20], the heterogeneous vehicle 

routing problem (HVRP) where one can choose 

among vehicles with different costs and capacities 

to serve the trips  [26],[36], the pickup and delivery 

vehicle routing problem (PDVRP) in which the 

customers may both receive and send products  

[33],[28],[27],[25]. For an overview of the different 

VRP variants, the reader can consult the paper 

published in [37] and[19].  

All works cited above require to visit every 

costumer only once only. Moreover, another 

important variant studied by researchers is the 

selective vehicle routing problem SVRP [3], in 

which visiting each costumer would not work. It 

can be modeled as an integer program with the 

objective of maximizing the total profit collected in 

selected nodes.    

The major objectives addressed in most studies are 

to optimize transportation costs, time and travelled 

distance. But, current trends in the context of 

sustainable transport are the environment quality 

taking into account the objective of emissions 

reduction. This last version is called the green 

vehicle routing problem (GVRP) [1],[2]. The task is 

to find the best routes for serving customers while 

minimizing the CO2 emissions and not only 

transportation cost. Such problem is a multi-

objective one. 

While these problems have been studied 

extensively by many researchers, the best known 

problem is the VRPTW. 

In VRPTW, a set of vehicles with limited capacity 

is to be routed from a central depot to a set of 

geographically dispersed customers with known 

demands and predefined time windows in order that 

the fleet size of vehicles and total traveling distance 

are minimized while capacity and time windows 

constraints are satisfied. Due to its inherent 

complexities and usefulness in real life, the 

VRPTW continues to draw the attention of 

researchers and has become a well-known problem 

in network optimization, so a large number of 

techniques have been proposed in the literature. 

These technics can be categorized into exact and 

heuristic algorithms. There have been many papers 

proposing exact solution algorithms to solve the 

VRPTW which is a well-known NP-hard problem. 

These algorithms are the type of branch and bound 

[30], branch and cut [29], column generation [31], 

constraints programming [32], etc. Since the 

VRPTW belongs to the class of NP-hard, for which 

the running time grows exponentially with the 

problem size, and such methods are inefficient in 

general. By far [23] is one of the most efficient 

exact methods for solving 100-customer-size 

instance. As a result, many researchers have 

investigated the VRPTW using heuristics and 

metaheuristics approaches.  

In recent years, approximate approaches are used in 

VRPTW instead of exact methods considering 

latter’s intolerably high cost. Various heuristics 

algorithms have been proposed for finding good 

solutions, not necessarily optimal, in reasonable 

running time. These algorithms include tabu search 

[34],[10],[12], genetic algorithms [8], and ant 

colony optimization [17]. Compared with   Tabu 

search and genetic algorithm (GA), The ACO is 

less applied in VRPTW. However, it has 

successfully been applied to solve capacitated 

vehicle routing problems [9]. 

The main contribution of this paper is to investigate 

a new variant of the vehicle routing problem with 

time windows called the vehicle routing problem 

with time windows and target time (VRPTWTT).                                                                                 

The VRPTWTT involves the routing of a set of 

vehicles with limited capacity from a central depot 

to a set of geographically dispersed customers with 

known demands and predefined time windows as 

well as a target time. There are penalties associated 

with servicing either earlier or later than this target 

servicing time.   

The rest of this paper is organized as follows: in the 

second section we give a formal definition of the 

VRPTWTT and the mathematical formulation of 

the problem. In the third section, we give a hybrid 

method for solving this problem. The 4
th

  section is 

dedicated to computational results. Finally, a 

conclusion is given in Section 5.  

2. PROBLEM STATEMENT 

Many companies prefer to deal with the 

transportation of their products to customers and to 

not assign that task to other transport operators. 

They ensure the quality of services, keep good 

relationship and confidence towards customers and 

they manage their entire supply chain operations 

including transportation.  
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The VRP is one of the wide studies in 

transportation problems of combinatorial 

optimization. As we mention previously, many 

extensions are developed in the literature such as 

the VRP with time window. But in many realistic 

problems, costumers prefer to receive their request 

at a specific exact time called target time and not 

only within a time window, especially when 

products are semi-finished and they will be injected 

into another production process. In addition, the 

target time is necessary because in last few years, 

big customers manage their inventories using the 

juste-à-temps strategy. Every delay about this target 

time could make production process unsuccessful 

and every advance time about it could cause other 

additional storage costs. 

We recall that the purpose of this paper is to study 

the Vehicle Routing Problem with Time Windows 

and Target Time (VRPTWTT) as a new variant of 

VRP. It can be defined as a problem in which many 

customers must be served starting from a single 

depot with known demands, time windows and 

target time.  

The objective is to find routes for serving all 

customers such that the following objectives are 

met and the following conditions are taken into 

consideration. 

Objectives 

• Minimizing the total cost traveled by 
vehicles. 

• Minimizing the sum of earliness and 
tardiness penalties with regard to the 
servicing deadlines of customers 

Conditions 

• Vehicle capacity constraints are 
respected. 

• Time window constraints are met.  

•  Each customer is served exactly once. 

• Each vehicle starts its journey from 
depot and it ends at the depot.  

• The total length of any route may not 
exceed a preset bound. 

We aim to minimize the transportation cost and 

total penalties of delays and advances. 

 

 

 

We consider a distribution network that consists of 

a set of N nodes which represent customers, a set of 

arcs A connecting nodes and a single depot denoted 

by ‘’0’’ where a fleet V of vehicles is available with 

the same capacityQ. The demand of each customer i ∈ N	is denoted by		d�, it must be received within 

the time window	E�, L�, where E� the earliest 

arrival is time and L�is the latest arrival time. Each 

costumer i ∈ N imposes request delivery, exactly at 

a specific time called target time ta� ∈ 	E�, L�. All 

used notations are given in table 1. 

Table 1. Used notations in the mathematical model 

Notation Description 

N Set of nodes ( Customers) 

A Set of arcs � Set of available vehicles �� Demand of customer� ��� Cost incurred on arc from  node �to node� 
��� The travel time between customer i	to 

costumer  � � The capacity of a vehicle �� The earliest arrival time at customer � �� The latest arrival time at customer � ��� The target arrival time at customer� �� The service time at customer � � The maximum route time allowed for vehicles 

���  
penalty before target time for vehicle ! at 

customer � 
���  

penalty after target time for vehicle ! at 

customer � �"�# The tardiness time  of vehicle !in node� $"�# The earliness time of vehicle !in node � 
Decision variables : %�# The service start time at a node�by 

vehiclek, if this vehicle doesn’t serve the 

costumer i, then'( ) 0. +�# The waiting  time for vehicle ! at node � ,��#  Binary decision variable which is equal to 1	if the link .�, �/is used by vehicle k and 0 otherwise 
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We give a mathematical formulation of the 

VRPTWTT based on the classical formulation for 

VRPTW as follows: 

 0�1		2223(4 . 6(4  ∈74∈8(94(∈8 																																																			.1/ 
0�1	22:;( . <=( >	?;( . <@(  ∈7(∈8 																																	.2/ 
B'=�:3?	?C 

226D4 	E |�|4∈8 ∈7 																																																																																				.3/ 
226(4 (∈8(94

) 1																																									∀	� ∈ I														.4/ ∈7  

 226(4 4∈8(94
) 1																																						∀	� ∈ I																.5/ ∈7  

 

226(4 L |M| N 14∈O(∈O 				∀! ∈ P	, 2 E |M| E 1													.6/ 
 

 26(R )	26R4 4∈8 																	∀	S ∈ I,			∀	! ∈ P												.7/(∈8  

 2U( 26(4 4∈8(94
E V																																				∀	! ∈ P												.8/(∈8 	

 226(4 4∈8(94
. .?(4 > X( > Y( / E � 										∀	! ∈ P											.9/(∈8 	

	6(4 . ['( > ?(4 > X( > Y( \ E '4 		∀	�, � ∈ I, ∀	! ∈ P					.10/	
 

 ]( .26(4 4∈8 	E 	 '( 	E 	 ^( .2 6(4 4∈8 				∀	� ∈ I, ∀	! ∈ P				.11/ 
	:;( E ?@( N ]( 																∀	� ∈ I, ∀	! ∈ P																				.12/ 
 ?;( E ^( N 	?@( 																				∀	� ∈ I, ∀	! ∈ P															.13/ 
 6(4 ∈ _0,1`, 				'( a 0							∀	� ∈ I, ∀	� ∈ I, ∀	! ∈ P			.14/ 

 
The first objective function (1) seeks to minimize 

the total cost of transport while the second function 

(2) minimizes the sum of earliness and tardiness 

penalties with regard to the servicing deadlines of 

customers. Note that the delay and the advance 

times of a vehicle k, in relation to the nominal date, 

are defined respectively as follows ?;( ) max[0, 		'( N ?@(\ 																							.15/ :;( ) max[0, 		?@( N '( \ 																						.16/ 
In the same way, we can define the waiting time of 

vehicle kin the node i using the following formula: Y( ) max[0, 	'( N 	](\ 																									.17/ 
That means, there is a waiting time only if the 

vehicle comes before the earliest arrival time of 

customer. 

Constraints (3) limit the maximum number of 

routes. Constraints (4) and (5) define that every 

customer node is visited only once by one vehicle. 

The next constraints (6) secure the subtours 

elimination. The flow conservation is ensured by 

constraints (7), they impose that the number of arcs 

entering and leaving each node should be the same. 

Constraints (8) are necessary so as to guarantee that 

the vehicle’s capacity is not exceeded. Temporal 

constraints are described in constraints (9) for 

restricting the maximum travel time and constraints 

(10)-(11) which define the time windows. 

All conditions provided right now are associated 

with the classical VRP with time window. Our new 

variant contains more additional constraints (12)-

(13) for expressing the deviation before and after 

the target time.  

Remark that in the best case, the service starting time 

is exactly the target time. If they are different, delay 

time should be added and advance time should be 

subtracted. '( ) ?@( > ?;( N :;( 			∀	� ∈ I, ∀	! ∈ P	.18/ 
Finally, conditions (14) are integrity constraints 

which determine the definition domain of decision 

variables 

This mathematical model is transformed to a 

problem with a single objective function with 

proportional parameters. 

 0�1		@22:;( . <=( >	?;( . <@(  ∈7(∈8 	> =.2223(4 . 6(4  ∈74∈8(94(∈8  

In this study, we have given the same importance 

degree to both objective functions by fixing equal 

weights for parameters a=b=0.5. 

The aim of the next section is to present a Hybrid 

Ant Colony optimization (ACOLS) to solve the 

VRPTW with target time formulated in the previous 

section. 
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3. SOLUTION APPROACH 

 

For solving the VRPTWTT, we propose a hybrid 

method, called ACOLS: Ant Colony Optimization 

hybrid with local search as an improvement 

heuristic. Firstly, The ACO is used to find the best 

initial solution which will be used in a 

neighborhood heuristic. 

3.1 ACO approach for VRPTWTT 

Ant Colony Optimization (ACO) is a metaheuristic 

method based on real ants’ behavior in finding a 

route to food nest. ACO was firstly developed by 

Dorigo[5] and it has successfully been used for 

solving different hard combinatorial optimization 

problems, especially problems can represented as 

graphs with relatively few modifications 

[14],[15],[6],[38]. This solution method has been 

applied also for solving scheduling problems as 

aircraft landing problems[16]. 

3.1.1 Solution construction 

The principle of using ACO in VRPTWTT is that 

each ant starts its route from the central depot and it 

constructs a path by successively selecting 

customers under some constraints, of capacity and 

time length. The process is performed 

incrementally until a feasible solution can be 

obtained and all customers are visited. 

At every step ?	,  each ant! ∈ _1, . . . . , d`located on 

node �, will select the next node j using the 

probabilistic formula as follow: 

<(4 .?/ ) e f(4g.?/. h(4i .?/∑ f(kg.?/. h(ki.?/k∈lmn 			�o	� ∈ p( 
0																									q?r:;Y�X:																	 .20/ 

Wherep(  is the set of unvisited feasible nodes. 

The parameters α  and β define the relative 

importance of the pheromone trace and the visibility 
of the ants. f(s.?/is the amount of pheromone 
associated with the edge between the current node� 
and the  next possible node u in the iteration ? . The 
initial pheromone quantity is fixed at a value ft. The 
value of the heuristic information (the visibility) 
associated with the edge .�, '/ denoted by  h(s.?/ ) uvmw 											.21/ . 
3.1.2 Pheromone updating 

This step of pheromone updating is very important. 

It’s a key element of ACO and it allows the 

improvement of future solutions in the next 

iteration. The aim is to exchange information of 

colonies by pheromone updating; it simulates the 

real evaporation of pheromone. For this reason, it’s 

necessary to update this information locally for 

each ant using formula .22/ and globally for 

changing the entire quantity according to formula .23/.  f(4.? > 1/ ) x. f(4.?/ > .1 N x/. ft.22/ f(4.? > 1/ ) x. f(4.?/ > .1 N x/. ∆f(4.?/																				.23/ 
Where: 

• 0 L x L 1 is the coefficient for  controlling 
evaporation, in our study we take x ) 0.8 

• ∆f(4.?/ ) zu{ 					�o	.�, �/ ∈ |:X?	BC}'?�C1	0															C?r:;Y�X:															 								.24/ 
 

And ~ is the cost of the best solution in iteration?, 
that means the path with the a smaller  cost in that 
iteration. 

3.1.3 Neighborhood search 

Local search heuristics are always considered an 

efficient method for improving the current solution. 

That’s why a neighborhood search algorithm is 

introduced to exploit the local search. The local 

search used in this study for improving the solution 

is called 2-opt exchange and developed by [9]. 

 

 

Figure 2: Solution representation from Figure 1 

The idea is to change nodes and routes in the 

current solution. In order to illustrate this heuristic, 

an example is presented in Figure 2; it’s a sequence 

code which means that the first vehicle visits 

costumer 6,7,4 then 5, the second vehicle serves 

costumer 8 and 9 and finally the third vehicle for 

costumers 1,2 and 3.  

The first step of this heuristic is swapping two 

customers of two different routes. We select 

randomly two different routes from the current 

solution, e.g., 0-6-7-4-5-0 and 0-1-2-3-0(Figure 3). 

Then, we exchange two customers between selected 

routes satisfying the capacity and the time window 

constraints, e.g., customer 4 and customer 2.  So, a 

new solution can be obtained. 
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Figure 3. Exchanging two customers between two routes 

 
In addition, we propose to insert customers between 

two routes (Figure 4) as another step for improving 

solutions. In other words, we select randomly one 

route (e.g., 0-6-7-4-5-0) and one costumer (e.g. node 

4) from the same route and we insert it into another 

route of the current solution with satisfaction of the 

capacity and the time window constraints (e.g., 0-1-

2-3-0). So also another new solution can be 

obtained. 

 

 
Figure 4.Inserting a customer into another route. 

 

3.2 Hybrid algorithm  ACOLS 

 

The hybrid algorithm ACOLS begins with the 

initialization of parameters and the pheromone. 

Then each ant starts from the depot and it constructs 

routes according to the probability transition rule. 

Local search is based on the neighborhood search 

heuristic to explore neighbor solutions.  

If the result of local search is better than the solution 

found using ACO, the current solution will be 

replaced. The pheromone information can be 

computed according to pheromone quantity on links 

and the quality of the current solution, it can be 

updated locally and globally. 

The main steps of this solution approach are 

presented in Algorithm 1. 

 

 
Algorithm 1:  ACOLS algorithm for the VRPTWTT 

 

Finally, If a stopping criterion is satisfied, ACOLS 

is terminated. Otherwise, the algorithm constructs 

new solutions and repeats the previous steps. 

 

4. COMPUTATIONAL RESULTS 

The hybrid algorithm was implemented and run on a 

PC 2.4 GHz CPUs 4096 MB Memory. Our problem 

is still new and original as far as VRPTW is 

concerned.  Data are not available to test our 

algorithm for VRPTWTT. That is why, the ACOLS 

is tested using the classical set of benchmark 

problems which can be downloaded from the web 

page:http://web.cba.neu.edu/~msolomon/c101.htm 

Because there are no previous results to compare it 

with, we use these benchmarks and we complete 

them by the data needed. The cost is associated with 

each arc.i, j/ ∈ A such as the distance d�� andtravel 

time t�� , the times and distances are both simply 

taken to be the Euclidean distances 3(4 ) ?(4 ) U(4 ) �.6( N 64/� > .�( N �4/� 

 

 

 

��6�1�	?r:	1'd=:;	Co	@1?X		��6�1�		?r:	d@6�d'd	1'd=:;	Co	�?:;@?�C1X <r:;CdC1:	�1�?�@}��@?�C1:	f(4 ) ft			∀	�, � ∈ I �?:; ← 0 Yr�}:.�?:; L �?:;d@6/ �C;	:@3r	@1?	! UC �@1UCd	3rC�3:	Co	@1	'1'X:U	�:r�3}: |'�}U	;C'?:	oC;	?r�X	�:r�3}:	'X�1�	.20/		 ^C3@}	'SU@?�1�	?r:	Sr:;CdC1:	f(4	=�	.22/ M1?�}	�1?	!	r@X	3CdS}:?:U	�?X	XC}'?�C1 �SS}�	?r:	}C3@}	X:@;3r	oC;	?r:	�dS;C�:d:1?	 Co	?r:	XC}'?�C1	Co	?r:	3';;:1?	@1?	]1U	oC;	B@�:	?r:	=:X?	XC}'?�C1	oC'1U	=�	?r:	@1?X	MSU@?:	?r:	Sr:;CdC1:	f(4 	�}C=@}}�	'X�1�	.23/	�?:; ← �?:; > 1 ]1U	Yr�}: 
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We consider the target time ?@( the mean of time 

window (i.e,?@( ) �m��m�  ) and the penalties 

oftardiness and earliness are linked by the 

assumption  <=( ) u�<@( . 

This data is new and not tested yet. Taking into 

account the target time, the routes of vehicles may 

be changed. As an example, Table 2 describes the 

effect of the target time on routes of vehicles for the 

benchmark C 107. We can notice that paths routing  

obtained for the problem of VRPTW without target 

time and paths for VRPTW with the target time are 

totally different. So, setting a specific time for 

receiving goods by the customer can change the 

layout and merchandise distribution strategy used by 

transport operators. 

 

 

 

 

Moreover, the total distances don't remain the same 

in both cases before and after the inclusion of the 

target time, for example in instances C101, C102, 

C105, C107, C108, C109, C201 and RC204, Table 

3 shows the remarkable changes in total distance if 

the customer requires delivery at a specific target 

time and not only within a time window. The fourth 

line in this table presents the total objective cost 

(transportation cost and penalties) for these 

instances. 

So as to prove the efficiency of our solution 

approach, we test it also on the classical vehicle 

routing problem with time window. 

 

 

 

 

 

Table 2: Comparison Between Best Solution With And Without Target Time , Benchmark C107 

Benchmark C107 Solution with target time Benchmark C107 Solution without target time 

vehicle Cost path vehicle Cost path 

v1 130.9130 
1    21    25    26    28    30    31    29    27    24    

23    22    50     1 
v1 59.6181 

1     6     4     8     9    11    12    10     

7     5     3     2    76     1 

v2 107.8894 
1     6     4     8     9    11    12    10     7     5     3     

2    76     1 
v2 64.8075 

1    44    43    42    41    45    47    

46    49    52    51    53    50    48     

1 

v3 112.2084 
1    44    43    42    41    45    47    46    49    52    

51    53    48     1 
v3 50.8036 

1    21    25    26    28    30    31    

29    27    24    23    22     1 

v4 105.7178 
1    68    66    64    63    75    73    62    65    69    

67    70     1 
v4 59.4031 

1    68    66    64    63    75    73    

62    65    69    67    70     1 

v5 122.8971 
1    91    88    87    84    83    85    86    89    90    

92     1 
v5 76.0696 

1    91    88    87    84    83    85    

86    89    90    92     1 

v6 142.1348 
1    99    97    96    95    93    94    98   101   

100     1 
v6 97.2272 

1    33    34    32    36    38    39    

40    37    35     1 

v7 174.0096 
1    82    79    77    72    71    74    78    80    81     

1 
v7 95.9431 

1    99    97    96    95    93    94    

98   101   100     1 

v8 148.0656 1    58    56    55    54    57    59    61    60     1 v8 101.8826 
1    58    56    55    54    57    59    

61    60     1 

v9 144.3323 
1    33    34    32    36    38    39    40    37    35     

1 
v9 127.2975 

1    82    79    77    72    71    74    

78    80    81     1 

v10 143.3022 1    14    18    19    20    16    17    15    13     1 v10 95.8847 
1    14    18    19    20    16    17    

15    13     1 

Best cost:  1331.5 TD  : 855.0654 Best cost:  - TD  : 828.9369 

Table 3: Comparison Between Total Distances With And Without Target Time 

 C101-100 C102-101 C105-100 C107-100 C108-100 C109-100 C201-101 RC204-100 

Total distance in VRPTW 

without Target time 
828.94 828.94 828.94 828.94 828.94 828.94 591.56 590.60 

Total distance in VRPTW 

with Target time 
828.9369 828.9369 849.6407 862.8783 828.9369 852.9482 591.5566 791.4459 

Total cost of VRPTW 

with Target time 

( cost and penaly) 

967.94 3516.3 1058.1 4267.5 1395.6 1680.9 717.18 6601.7 
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The table 4 below reports the best solution found in 

terms of the total distance of transport in many 

papers; we compare them with our solutions. 

The column best* shows the best results obtained by 

a group of studies done between 1995 and 2012. 

Where: 

• �@S ) ����∗��v���	���sk�����∗ 	
• IP ∶ 1'd=:;	Co		�:r�3}:X	'X:U 

• �� ∶ ?C?@}	U�X?@13:	 
 

The ACOLS column presents the solutions found by 

our solution approach. We can see clearly from 

table4 that, in some cases, our hybrid algorithm 

finds best results. But in the majority of cases, it 

approaches to best solutions found in literature. 

While other instances require being more improved. 

 
5. CONCLUSION 

 

In this paper, we have introduced a new extension of 

Vehicle Routing Problem with Time Windows, 

namely the Vehicle Routing Problem with Time 

Windows and Target Time (VRPTWTT). It’s an 

important variant which can be applied in many real 

fields like distribution problems. We have proposed 

a mathematical formulation of VRPTWTT and we 

have adopted a hybrid approach based on ACO and 

neighborhood search to solve the problem. When 

 
best * ACOLS 

Gap  
 best * ACOLS 

Gap  
Instance NV TD Ref NV TD Instance NV TD Ref NV TD 

C101 10 828.93 [35] 10 828.93 0,00 R112 10 974.73 [35] 11 1001.07 0,03 

C102 10 828.937 [35] 10 828.93 0,00 R201 7 1214.22 [35] 5 1567.48 0,23 

C103 10 824.06 [21] 10 833.02 0,01 R202 5 1105.2 [35] 3 1201.72 0,08 

C104 10 828.2 [35] 10 828.2 0,00 R203 3 942.64 [18] 3 1177.80 0,20 

C105 10 828.9 [35] 10 828.93 0,00 R204 4 771.47 [35] 3 1123.85 0,31 

C106 10 828.937 [35] 10 828.3 0,00 R205 3 994.42 [22] 4 1321.59 0,25 

C107 10 828.937 [35] 10 862.8783 0,04 R206 3 912.97 [21] 3 1206.04 0,24 

C108 10 828.94 [21] 10 828.93 0,00 R207 3 870.33 [35] 3 1090.70 0,20 

C109 10 828.94 [21] 10 831.8495 0,02 R208 2 713.23 [18] 2 1000.80 0,29 

C201 3 591.56 [21] 3 591.56 0,00 R209 3 909.86 [22] 3 1275.89 0,29 

C202 3 591.56 [18] 3 591.55 0,00 R210 5 949.02 [35] 3 1302.34 0,27 

C203 3 591.17 [21] 3 601.20 0,02 R211 4 877.55 [35] 2 1041.00 0,16 

C204 3 590.60 [21] 3 605.55 0,02 RC101 14 1650.14 [35] 17 1619.48 -0,02 

C205 3 588.49 [21] 3 593.2053 0,01 RC102 13 1514.85 [35] 15 1531.07 0,01 

C206 3 588.29 [21] 3 593.2053 0,01 RC103 11 1262.02 [21] 12 1387.12 0,09 

C207 3 588.39 [21] 3 591.38 0,01 RC104 10 1135.48 [11] 12 1105.54 -0,03 

C208 3 588.03 [35] 3 589.35 0,00 RC105 15 1617.88 [35] 15 1389.31 -0,16 

R101 20 1642.87 [21] 21 1362.98 -0,21 RC106 13 1387.63 [35] 13 1704.13 0,19 

R102 17 1486.12 [21] 21 1370.89 -0,08 RC107 11 1230.54 [24] 14 1140.72 -0,08 

R103 14 1243.22 [35] 18 1138.87 -0,09 RC108 10 1139.82 [24] 12 1164.32 0,02 

R104 10 982.01 [21] 11 1178.55 0,17 RC201 5 1279.65 [35] 5 1794.29 0,29 

R105 14 1377.11 [21] 15 1298.51 -0,06 RC202 5 1157.02 [35] 3 1561.60 0,26 

R106 12 1252.03 [21] 14 1438.34 0,13 RC203 6 1046.33 [35] 3 1345.72 0,22 

R107 11 1100.25 [35] 12 1062.83 -0,04 RC204 3 799.12 [18] 4 791.44 -0,01 

R108 9 958.66 [35] 15 809.67 -0,18 RC205 4 1302.42 [18] 4 1599.34 0,19 

R109 12 1101.99 [35] 12 1140.19 0,03 RC206 5 1112.2 [35] 3 1580.17 0,30 

R110 12 1119.53 [35] 12 1141.77 0,02 RC207 3 1062.05 [11] 4 1163.20 0,09 

R111 12 1091.11 [35] 13 1308.25 0,17 RC208 3 829.69 [22] 3 1010.29 0,18 

Table 4 : Comparison Between Best  Solutions Of Related Works And Our Solutions 
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ACO is close to local optimal, the heuristic uses the 

current best solution as the initial solution to 

maintain the diversity of ACO. 

Our model aims to optimize the costs of transport 

and the total penalty of delay and ahead of time (i.e, 

optimize the quality of service offered to the clients 

in addition to the cost of transport). To evaluate and 

to compare our approach, we have tested it on 

several instances of Solomon’s 56 VRPTW. The 

results obtained show that, compared with some 

meta-heuristic published by a group of studies, the 

solution approach ACOLS, is also an effective tool 

for solving the VRPTW. 
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