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ABSTRACT 

 

Iris pattern is one of the most consistent biometric methods used for recognizing and identifying persons. 

Employing videos as a capturing instrument is a pretty modern style in the area of iris biometric. The use of 

frame by frame method provides more information and offers more suppleness compared to old-fashioned 

still images. Nevertheless, the size, quality and shape of the iris might differ between a frame and another. 

Additionally, to getting best performance it need a rapid and precise method to segment iris to amelioration 

rate of recognition. This work presents a method for choosing the best frames found in an iris video. This 

method is based on detecting motion blur and occlusion in iris videos and investigating their influence on 

the process of recognition. This proposed is followed by a rapid and precise method to detect pupil area, 

this method on the grounds of “dynamic threshold” with “Circular Hough Transform” then apply “Geodesic 

Active Contour” for detect outer boundary of iris. Experimental results are carried out on the MBGC NIR 

Iris Video datasets from the National Institute for Standards and Technology (NIST). Results show that the 

suggested selection method in NIR Iris Videos results in substantial enhancement in recognition efficiency. 

Results also indicated that the experimental evaluation of Iris segmented technique proposed in this work 

indicates that the precision and speed of the iris recognition via video is improved.                           

Keywords: Iris Biometrics, Video Iris Recognition, Pupil Segmentation, Non-Ideal Iris Recognition, GAC 

Iris Segmentation 

 

1. INTRODUCTION  

 

Iris recognition is one of the fields that witnesses 

rapid development as a fertile research area [2]. 

Consequently, numerous scholars have become 

more involved in developing iris recognition to be 

suppler, quicker, and more consistent. In spite of 

the huge quantity of fresh research in the field of 

iris biometrics, previous works have focused largely 

on still iris images.  

Daugman [4–7], Wildes [30], Boles and 

Boashash [1], Ma et al. [16, 17] and others [19; 21; 

24-25; 27–29] offered various iris recognition 

structures. These structures are planned to operate 

on iris images obtained via an inflexible imagery 

set-up. 

Iris biometric develops to move from the use of 

still-images to video-images that addresses some of 

the limitations previously confronted when using 

still images. On the other hand, the utilization of 

video-images has brought along different some 

serious issues that require extra consideration. It has 

been well stated that a still image cannot be 

constantly optimal with regard to quality, as it 

rather contains several forms of noise such as 

specular highlights, reflections and occlusions [2] 

[13] [18]. These insufficiencies in previous methods 

of image capturing and recognition entail the 

presentation of several improvement procedures. 

One of these enhancing procedures is the iris videos 

which is a more flexible technique that offers 

several frames to select from instead of the limited 
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ones offered in still images techniques [34]. 

Nonetheless, some frames taken via videos are 

possibly out the focus and perhaps occluded. Other 

frames might be sharp and of good quality. 

Furthermore, the processing of frames requires 

more effective methods because of extra numbers 

of frames. 

Zhou and Chellappa [31] stated that utilizing 

video may enhance the performance of face 

recognition techniques. The present study assumes 

that utilizing such practices for iris recognition 

might produce better performance as well. Several 

prior researches in iris recognition area such as [8] 

[9] [14] [17] [26] have used multiple still images.  

The use of single still images has suffered several 

limitations. One limitation of this kind of still 

images is that it often results in a modest quantity of 

noise. Specular highlights and eyelash occlusion 

can lessen the quantity of iris texture data found in 

this kind of image. Conversely, an iris video clip 

results in a specular highlight in one of the frames 

but not necessarily appear in the next frame. 

Furthermore, eyelash occlusion amount is not fixed 

all over the frames. A better image can be captured 

via various frames extracted from a video to 

produce one pure iris image. Another limitation 

detected in still images is that variations in lighting 

may lead to higher Hamming distance score 

compared to the one found in between two stills. 

Variations resulting from variations in lighting can 

be reduced through merging information from 

various frames of a video. 

Zhou and Chellappa [31] proposed considering 

averages to incorporate texture information through 

multiple video frames to enhance face recognition 

efficiency. The combination of multiple images will 

smooth away the noise detected and the relevant 

texture will be preserved. In this paper, a method is 

presented to select best frames from an iris video. 

The proposed experiments illustrated that that our 

method can improve iris recognition efficiency. We 

present an optimization method for pupil 

segmentation that our experiments show that faster 

and accurate pupil segment. In additionally, to 

perform iris segment we apply the Geodesic Active 

Contour (GAC) algorithm by Shah and Ross [28] 

and an open source masek [19] method to 

comparing between them.  

This work is ordered as follows; section 2 

reviews related works, section 3 describes the data 

created in this study, section 4 explains what is 

meant by iris segmentation. Normalization, 

encoding and matching procedures are designated 

in Sections 5, 6, 7 respectively. Results of 

experiments conducted and their discussion 

together with the comparison between the suggested 

method and some previous methods are all provided 

in section 8. Section 9 summarizes the basic 

conclusions of this study. 

 

2. RELATED WORKS 

 

Zhou and Chellappa [31] surveyed several 

techniques which used video in face biometrics. 

Video has been successfully employed to enhance 

face recognition performance. Nevertheless, very 

little research has been exerted on the use of video 

in iris biometrics. Aiming at encouraging the 

exploration of iris biometrics using unrestricted 

video, government of the U.S planned for the 

Multiple Biometric Grand Challenge [23]. The data 

presented in this event comprised two kinds of near 

infrared iris videos. The first kind of videos was 

captured via an LG 2200 camera, while the second 

kind of videos included iris and face information 

that were captured via a Sarnoff Iris on the Move 

portal [20].  

A limited researching effort have been made 

using the MBGC data such as some introductory 

results that were provided at a workshop [22]. 

Moreover, three conference papers on the topic 

were the outcomes of a very recent International 

Conference in Biometrics. The first of these three 

papers was our early version of this research [12]. 

The other two papers were written by Lee et al. [15] 

and Nsaef et al. [33] respectively. These two papers 

offered techniques of eyes detection in the MBGC 

portal videos and then evaluate the quality of the 

obtained eye images. They made a comparison 

between portal iris videos and still images. At a 

false accept rate of 0.80%, they achieved a false 

reject rate of 43.90%.  

A later work by Zhou et al. [32] explored the 

MBGC iris video data suggesting adding some 

specifications to the old iris system so as to choose 

the best frames from the video. Each frame will be 

first inspected for blink, interlacing and blur. After 

that interpolation is used to correct deinterlacing. 

Later, blurry frames and frames without an eye are 

rejected. Frames which have been chosen for 

segmentation in the traditional procedure are later 

allocated a confidence score based on the quality of 

the segmentation. Zhou et al. further assessed the 

quality by checking differences in iris texture, the 

quantity of occlusion as well as the quantity of 

dilation. They classified iris videos into five sets on 

the basis of quality score. They concluded that a 

higher quality score correlated with a lower equal 

error rate. 
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This paper focuses on the selection of the best 

frame from a video to be used in consequent 

handling. This paper also aims to properly detect 

the pupil borders from the iris image. That means 

detecting the locations of the center and radius of 

the pupil and later segmenting the outer of iris via 

(GAC) algorithm. 

 

3. DATA 

 

Government of the U.S planned for the Multiple 

Biometric Grand Challenge [23]. The data 

presented in this event comprised two kinds of near 

infrared iris videos. The first kind of videos was 

captured via an LG 2200 camera, while the second 

kind of videos included iris and face information 

that were captured via a Sarnoff Iris on the Move 

portal [20]. The first type of MBGC NIR Video is 

used in this paper. 

There are 290 videos in the NIR Video dataset 

with 113 subjects and with a number of frames 

extending from 5 to 1018 a video. The clips should 

be in MPEG-4 format and all videos should include 

one of the two eyes only. 

This work presents a method that aims at 

consistently handling iris videos in a way that 

frames of the best quality are the ones selected.  

First, the frames of video capture and storage in 

the form of images format jpg then apply the root 

mean square (RMS) to identify the image contrast 

and the denied of all frames have bad contrast and 

then identify whether they have pictures blockage 

to refuse or do not have to accept and then 

determine blur all pictures that have accepted from 

the previous step by applying the measure curvature 

focus Helmli [11] and then choose the best 10 

images from video ever to be to create a database of 

the 2230 picture. 

 

4. PROPOSED IRIS SEGMENTATION 

 

In the system of iris recognition, pupil and outer 

boundary segment should be accurate and fast. 

Pupil part is clearly dissimilar from the rest of the 

grey scale eye image area. The eye pupil could be 

thought of a circular shape; hence, it is displayed as 

a dark rounded area inside the iris. The eye image 

(I) is brought down and thresholded producing a 

binary image (It) to purify pupil pixels. It decreases 

the search space for the iris inner boundary of the 

pupil to include only the dark pixels in the image. 

First, this technique dynamically (I) defines the 

zone of attention (ZOA) This ZOA is the area 

where the pupil border result algorithm will begin.  

In order to implement this automation we analyze 

the histogram graph gray scale that is used to 

monitor the distribution of the pixel density of the 

complete picture. We know in advance that the 

density of the pupils in the gray scale is close to 

zero [3]. To assess the value of the region pupil 

performs an algorithm which analyzes the peaks 

and valleys on the chart. This technique is applied 

filter media to the histogram, and calculates the 

cliffs for the detection of summits on the histogram. 

Figs. 1 discern between the two histograms 

extracted from two different two pictures from the 

video eye MBGC database. 

 

 
 

Figure 1: Histogram Extracted From Two Different Two 

Pictures From The Video Eye MBGC Database. 

 

The first summit is deemed as the worth of the 

severity of the pupil. Equation (1) is use to 

determine dynamically the region of interest where 

the pupil is, 

 

10,I(x,y)<h
f(x,y)=

1,otherwise





      (1) 

 

Where f (x, y) is the resulting image, I (x, y) is 

the intensity value of each pixel in image and h1 is 

the value of the first summit. 

However, serious problems arise due to several 

kinds of noise pixels such as eyelashes, eyebrows, 

specular or shadow reflections on the pupil. Holes 

from (It) can be eliminated using the morphological 

flood-filling operator. In order to get the binary 

image (Itf), shiny reflection within the region of the 

pupil and other dark patches resulting from 

eyelashes should be also eliminated. The following 

figure shows two different pictures eye after 

applying the threshold of closing with opining and 

Fill holes image morphology the conformation.  
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Figure 2:a) Thresholding. b) Closing &Opening. c) Fill 

holes image  

  

After using that improved circular Hough 

transform to identify the inner border, the search 

space of the standard circular Hough transform will 

be decreased. It used to include three dimensions; 

the center, the coordinates and the radius. It will 

now only include one dimension that is the radius. 

Time complexity of this improved Hough transform 

will be significantly decreased in accordance to 

search space reduction. 

All dark pixels in Image are skimmed for pixel 

(P) to obtain the true value, and the center is found 

by the use of the equations below: 

 

       (2) 

 

Where x, y are the coordinates at pixel P and r is 

the probable range of the values of the radius which 

is [25:75], and θ range is [0: π]. 

The pupil segmentation is shown in Figure 3 below: 

 

 
 

Figure 3:  Pupil Segmentation 

 

After that the Geodesic Active Contours will be 

applied to segment outer boundary. The approach 

proposed by Shah and Ross [28], is grounded on the 

relationship between active contours and the 

computation of geodesics (least length curves). The 

plan is to develop a randomly modified curve from 

the iris due to the impact of geometric features of 

the iris boundary. GACs work on combining the 

approach that minimizes the energy of the 

traditional “snakes” and the geometric active 

contours that is based on curve evolution. 

Figure below presented the enhance GAC for iris 

segmentation. 

 

 
 
Figure 4:   Segmenting MBGC V1 Video Still iris Irides 

Using GAC. 

 

5. NORMALIZATION 

 

The concept of rubber sheet modal proposed by 

Daugman [7] was used at this stage. Since it was 

unpacked, it altered the Cartesian coordinate system 

and mapped all the points inside the iris boundary 

into their Polar counterparts. This rubber sheet 

modal can be described in the following equation: 

 

      (3)  

 

Where I(x, y) is known as the iris image of the 

region, and both (x, y) refer to the original 

Cartesian coordinates 
 

6. FEATURES EXTRACTION AND ENCODING 

 

The 2D normalized pattern is made into several 

1D signals in this process, and theconvolve is 

implemented between the 1D signals and 1D Log-

Gabor wavelets. Consequently, the lines of the 

normalized 2d patterns are regarded as the 1D 

signal such that each line represents a rounded ring 

on the region of the iris. The LogGabor Filters D. 

Field [10] was used at seven stages. The Log-Gabor 

Filters is outlined as in the equation below: 

 

      (4) 

 

Where f0 is a representation of the center 

frequency and σ provides the bandwidth of the 

filter. 

 

7. CLASSIFICATION AND MATCHING 

 

The last stage in iris recognition procedure 

required the employment of the Hamming distance 

(HD) test that was conducted by means of a 
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comparison between the iris code calculated in real 

time and the iris code in a saved file. The 

comparison made in this study was intended to 

compare between calculated iris code and codes in 

the MBGC v1 NIR Video database. The formula of 

the Hamming distance is provided in the following 

equation, where X and Y, are the two iris code 

sequences and the Hamming distance is presented 

as given below. 

 

       (5) 

 

Where Xi and yi refers to the i-th bit in the iris 

code sequence X and Y, and N is the total number 

of bits in each iris code sequence. The symbol 

“XOR” refers to the operator. 

 

8. RESULT AND DISCUSES 

Table (1) below discern the compare of the time 

segmented of pupil between performed algorithm of 

“dynamic threshold” and open source masek [19] 

algorithm. 

 
Table 1: execution time of pupil segmentation 

 
number  

of 

pictures 

name of 

pictures 

execution time 

depends on 

masek [14] 

execution 

time depends 

on Our 
method 

1 S1001R01 13.0311 0.2266 

2 S1002L07 8.7598 0.2005 

3 S1006L01 35.1082 0.2110 

4 S1042L01 17.7921 0.1954 

5 S1050L01 19.8923 0.1875 

6 S1058L02 15.2073 0.1922 

7 S1063R01 24.7699 0.1924 

8 S1093R01 17.5187 0.1947 

9 S1079R02 27.3801 0.2160 

10 S1095R05 6.9382 0.2620 

Average 

time 

 18.63977 0.20783 

 

From the above table (1) that monitor the 

processing time segmented the pupil by the our 

method that depends on the “dynamic threshold” 

that has taken less execution time than masek [19] 

algorithm, where the rate time of the pupil 

segmented depends on our method “dynamic 

threshold” is 0.20783 seconds, while the rate time a 

pupil segmented using masek [19] method is 

18.63977 second. Therefore, the proposed method 

which is depending on a “dynamic threshold” is 

faster. 

Below in appendix see Figure 5 present several the 

segmented of the pupil for iris picture taken from 

the MBGC V1 NIR Video database depend on our 

method "dynamic threshold" and masek [19] 

respectively 

We can see in figure 5 our method “"dynamic 

threshold"” have not erroneous segment and on 

other side show the maske [19] method have 

abundant erroneous segment. Based on table 1 and 

figure 5 we can deduce that our method “dynamic 

threshold” is more speed and exact than masek [19] 

method. 

In this study, the dataset in the "MBGC v1 NIR 

Video database" was tested by choice of four (4) 

pictures from the left and four (4) pictures of the 

right of every individual. However, the use of the 

residual pictures in the " MBGC V1 NIR Video 

database" for the purpose of training, which was 

chosen six (6) pictures form the left and six (6) 

other pictures of the right of every individual 

“training data”. 

The result received by our execution on the 

grounds geodetic active contour [28] (GAC) with a 

precision 98.4305% recognition rate. As indicated 

in the picture below 

 

 
Figure 6: Image getting on the grounds our execution 

“Geodesic Active Contour [28] (GAC)” 

 

The result received by our execution on the masek 

[19] with a precision 98.4305% recognition rate. As 

indicated in the picture below 

 

 
Figure 7: Image getting on the grounds our execution 

“masek [19]” 
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In appendix below see “Mean” (M),”stander 

deviation” (STD) and “degree of freedom” (DOF) 

for GAC in the tables 2, 3, 4 respectively and for 

open source masek [19] method in the tables 5, 6, 7 

respectively 

The grounds on the tables 2-7 us can deduce that 

when increase the Mean the Standard division is 

decrease and increase the degrees of freedom. The 

number of degrees of freedom indicates that the 

differences between two irises are good. 

 

9. CONCLUSION: 

 

An optimal frame selection technique was 

proposed in this study to enhance the efficiency of 

iris recognition systems that are based on videos. 

The current study revealed that the proposed 

method on the grounds of “dynamic threshold” for 

pupil segmentation is carried out to increase the 

speed and accurate recognition rate. Also Geodesic 

Active Contour Algorithm is proposed for outer 

boundary segment, which is similar to some well-

known works such as the masek method. However, 

the present study was limited to certain aspects. 

Some other beneficial aspects were also indicated 

as potential ideas for future research. 
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Table.2 Mean Of The “MBGC V1 NIR Video Database” With Different Template Ratio Of Distance Using GAC 

 
Template 40 80 120 160 200 240 280 320 512 

4 0.440796 0.468360 0.480632 0.484550 0.486573 0.487930 0.488927 0.489757 0.492203 

8 0.447252 0.473073 0.484323 0.487834 0.489684 0.490863 0.491696 0.492358 0.494280 

12 0.449217 0.474271 0.485403 0.488864 0.490684 0.491857 0.492669 0.493313 0.495194 

16 0.449857 0.474793 0.485836 0.489302 0.491129 0.492288 0.493127 0.493774 0.495653 

20 0.450553 0.475188 0.486105 0.489557 0.491365 0.492529 0.493361 0.494033 0.495910 

24 0.450696 0.475348 0.486246 0.489690 0.491481 0.492670 0.493498 0.494170 0.496069 

28 0.450962 0.475462 0.486341 0.489767 0.491570 0.492750 0.493593 0.494260 0.496164 

32 0.451069 0.475534 0.486403 0.489833 0.491616 0.492796 0.493644 0.494310 0.496223 

64 0.451217 0.475740 0.486544 0.489942 0.491738 0.492914 0.493759 0.494424 0.496347 

 
Table.3 Stander Deviation Of The “MBGC V1 NIR Video Database” With Different Template Ratio Of Distance Using 

GAC 

 
Template 40 80 120 160 200 240 280 320 512 

4 0.081695 0.050205 0.038750 0.033938 0.030738 0.028359 0.026523 0.025031 0.020093 

8 0.073666 0.042827 0.031510 0.026774 0.023727 0.021524 0.019886 0.018581 0.014591 

12 0.070945 0.040692 0.029466 0.024777 0.021742 0.019512 0.017824 0.016502 0.012479 

16 0.069846 0.039668 0.028532 0.023933 0.020893 0.018633 0.016908 0.015567 0.011477 

20 0.068906 0.039108 0.028073 0.023439 0.020414 0.018143 0.016419 0.015065 0.010889 

24 0.068445 0.038834 0.027810 0.023170 0.020140 0.017874 0.016147 0.014791 0.010583 

28 0.068182 0.038612 0.027620 0.023011 0.019985 0.017726 0.015999 0.014624 0.010405 

32 0.067993 0.038486 0.027506 0.022905 0.019884 0.017626 0.015898 0.014533 0.010289 

64 0.067444 0.038120 0.027213 0.022635 0.019632 0.017383 0.015657 0.014294 0.010042 

 
Table.4 Degree Of Freedom Of The “MBGC V1 NIR Video Database” With Different Template Ratio     Of Distance 

Using GAC 

 
Template 40 80 120 160 200 240 280 320 512 

4 37 99 166 217 264 311 355 399 619 

8 46 136 252 349 444 539 632 724 1174 

12 49 151 288 407 529 656 787 918 1605 

16 51 158 307 436 573 720 874 1031 1898 

20 52 163 317 455 600 759 927 1101 2108 

24 53 165 323 465 616 782 959 1143 2232 

28 53 167 327 472 626 795 976 1169 2309 

32 54 168 330 476 632 805 989 1184 2361 

64 54 172 337 488 648 827 1020 1223 2479 

 
Table.5 Mean Of The “MBGC V1 NIR Video Database” With Different Template Ratio Of Distance Using Open 

Source Masek [19] 

 
Template 40 80 120 160 200 240 280 320 512 

4 0.431682 0.473284 0.481098 0.484109 0.486167 0.487567 0.488624 0.489453 0.491907 

8 0.436394 0.477211 0.484860 0.487701 0.489446 0.490638 0.491490 0.492158 0.494160 

12 0.437988 0.477402 0.485633 0.488599 0.490422 0.491658 0.492503 0.493169 0.495088 

16 0.438011 0.477279 0.485864 0.490837 0.488996 0.492087 0.492961 0.493636 0.495545 

20 0.438268 0.477252 0.485973 0.489180 0.491072 0.492303 0.493188 0.493883 0.495816 

24 0.438385 0.477238 0.485991 0.489279 0.491187 0.492450 0.493339 0.494034 0.495998 

28 0.438489 0.477184 0.486053 0.489353 0.491271 0.492532 0.493431 0.494120 0.496102 

32 0.438482 0.477117 0.486050 0.489395 0.491324 0.492597 0.493487 0.494179 0.496156 

64 0.438731 0.476972 0.486028 0.489485 0.491445 0.492726 0.493628 0.494327 0.496316 
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Table.6 Stander Deviation Of The “MBGC V1 NIR Video Database” With Different Template Ratio Of Distance Using 

Open Source Masek [19] 

 

 

Table.7 Degree Of Freedom Of The “MBGC V1 NIR Video Database” With Different Template Ratio Of Distance 

Using Open Source Masek [19] 

 
Template 40 80 120 160 200 240 280 320 512 

4 32 87 150 202 249 294 335 377 589 

8 39 118 222 323 423 519 608 695 1130 

12 42 129 253 378 507 640 769 896 1568 

16 44 136 268 552 406 704 859 1014 1871 

20 44 139 277 423 579 747 916 1092 2093 

24 45 141 283 433 596 770 951 1137 2232 

28 45 142 287 440 606 786 973 1167 2321 

32 46 143 289 445 613 797 987 1185 2375 

64 47 146 297 458 634 826 1028 1237 2523 

 

 

 
 

Template 40 80 120 160 200 240 280 320 512 

4 0.088076 0.053674 0.040829 0.035198 0.031681 0.029166 0.027291 0.025755 0.020594 

8 0.079850 0.046058 0.033520 0.027807 0.024318 0.021944 0.020275 0.018967 0.014874 

12 0.076719 0.043901 0.031411 0.025722 0.022197 0.019763 0.018033 0.016704 0.012625 

16 0.075223 0.042897 0.030518 0.021285 0.024814 0.018839 0.017063 0.015703 0.011558 

20 0.074454 0.042312 0.030007 0.024299 0.020772 0.018297 0.016522 0.015126 0.010929 

24 0.074042 0.042056 0.029724 0.024017 0.020484 0.018012 0.016216 0.014828 0.010584 

28 0.073669 0.041858 0.029501 0.023833 0.020302 0.017828 0.016029 0.014638 0.010378 

32 0.073366 0.041716 0.029384 0.023710 0.020191 0.017706 0.015911 0.014526 0.010259 

64 0.072603 0.041267 0.029007 0.023364 0.019855 0.017390 0.015596 0.014215 0.009954 


