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ABSTRACT

In the face of ASEAN open market, the actors (Fast Moving Consumer Goods industry) must increasingly
explore patterns of business development because of tough competition and challenges in the market. One
of strategy for surviving in high competition is retain the customer loyalty. The data were usually obtained
from various sources and contains heterogeneous features, such as numerical and non-numerical features.
The datasets with heterogeneous features can affect feature selection results that are not appropriate because
of the difficulty of evaluating heterogeneous features concurrently. In this paper, we propose a method that
combine the features transformation and subset selection based on mutual information to obtain feature
subset that able to improve performance classification algorithm. Analysis comparative among before
feature subset selection, dynamic mutual information (DMI) methods, p-value methods and researcher
estimate were also done. Feature transformation (FT) is another way to handle the selection of
heterogeneous features. The datasets were obtained from the survey of customers fast moving consumer
goods, with a total of 386 respondents. By applying unsupervised feature transformation and dynamic
mutual information methods, can be known the relevant features that affected the performance of decision
tree algorithm. The accuracy and F-measure increased of the DMI- unsupervised-feature-transformation
compared to all features (without features subset selection), p-value methods and manual features subset
selection. The accuracy and F-measure for DMI-unsupervised-feature transformation are 76.68% and
73.5% respectively.
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1. INTRODUCTION

The Indonesia Kantar Worldpanel report
shows an increase of 14% of 2012 to 2013 sales of
products Fast Moving Consumer Goods (FMCG) in
the whole Indonesia territory, both in urban and
rural [1]. In the face of ASEAN open market, the
actors (FMCG industry) must increasingly explore
patterns of business development because of strict
competition and challenges in market [2]. Therefore
required to determine the right marketing strategy
in order to retain the customers and able to survive
in this market environment. One of appropriate
marketing strategies for surviving in high
competition is retain customer loyalty [3].

The machine learning approaches and data
mining techniques can be used for predicting
customer loyalty. The success of information
discovery in data processing is influenced by

several factors. One key factor is the quality of data
[4]. If the data has too much noise, or a lot of data
that is redundant and irrelevant, the training process
of information discovery would have difficulty. In
the pre-process phase, the features selection is one
of the important parts [5] in finding an optimal
feature subset, removes irrelevant or redundant
feature [6]. Further, well-chosen features can
improve classification accuracy substantially, or
equivalently, reduce the amount of training data
needed to obtain a desired level of performance [7].
Often, when the mining process are presented with
a number of attributes that are not small, many not
useful attributes that are used for prediction.

Data are usually obtained from various
sources and contains features heterogeneous, i.e.
numerical and non-numerical features. Datasets
with heterogeneous features can affect feature
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selection results that are not appropriate  because of
the difficulty of evaluating heterogeneous features
concurrently [8]. Some of the methods proposed for
selection heterogeneous features. One of them,
research on regression analysis was used to identify
important variables that influence buying behavior
of customers in service companies and using
Markov chains to model the probability of
transition from behavioral changes [9]. However,
regression analysis has the disadvantage i.e.
difficult to interpret the intercept coefficient and
can lead to the interpretation that is inconsistent
with the actual conditions [10].

Discretization method for the selection
heterogeneous features was proposed by [11], this
method of dividing the values of numerical features
into multiple intervals and represent them with a
various of non-numeric values. However,
discretization method often leads to loss of
information because it reduces the distance and the
order in original numerical features [12, 13].
Feature transformation is another way to handle the
feature subset selection with unify the format of
data sets and can be used in a traditional feature
selection algorithm.

Feature transformation method for
handling heterogeneous data using unsupervised
feature transformation (UFT) was proposed by [8,
14], introduced the least information distortion and
is more reliable because the processed data are bias-
free. In this paper, we propose a method to combine
the features transformation and feature subset
selection based on mutual information. Dynamic
feature selection method of mutual information [15]
is done by calculating the relationship between the
label feature class. This method is able to minimize
the distortion of information, measure various types
of relationships including stronger against the
nonlinear and MI robust to feature that contains
noise.

This paper is organized as follows. Section
2 describes research method of the proposed
methods. Section 3 describes the results and
analysis. Section 4 concludes this study.

2. RESEARCH METHOD

The datasets used in this study is result the
survey of customers fast moving consumer goods,
with a total of 386 respondents. This datasets
contains 5 numerical feature and 21 non-numerical
features (as shown in Table 1). This dataset has two
classes of data, they are ‘yes’ for the customers
loyal dan ‘no’ for customers are not loyal. The
stages of methods in this study are transformation
from heterogenoeus feature to homegeneous feature

using unsupervised feature transformation (UFT),
feature subset selection using dynamic mutual
information (DMI), classification using decision
tree algorithm, performance measurement and
analysis comparative among before selection
feature, DMI methods, p-value methods and
researcher estimate. General description of the
research methods is shown in Fig. 1.

Figure 1. The Research Methodology

Table 1 Description of Datasets
Feature Description Type

f1 Gender Non-numeric
f2 Age Numeric
f3 Address Non-numeric
f4 Marital status Non-numeric
f5 Status of residence Non-numeric
f6 Job status Non-numeric
f7 Education Non-numeric
f8 Brands Non-numeric
f9 Point of purchase Non-numeric
f10 Promotion media Non-numeric
f11 Reason to consumption Non-numeric
f12 Duration of consumption Non-numeric
f13 Distance purchases Non-numeric
f14 Number of buying Non-Numeric
f15 Consumption average Numeric
f16 Display products Non-Numeric
f17 Satisfaction of price Non-Numeric
f18 Brands satisfaction Non-Numeric
f19 Recomendation Non-Numeric
f20 Comment Non-Numeric
f21 Expenses Numeric
f22 Number of consumption per

once
Numeric

f23 Switch brands Non-Numeric
f24 Reason to switch Non-Numeric
f25 The other brands consumption Numeric
f26 Behavior back Non-Numeric

2.1. Unsupervised Feature Transformation
(UFT)

This process is intended to change the non-
numeric features into numeric features that depends
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on the original non-numeric features itself. UFT is
derived from an analytical relationship between
mutual information (MI) and entropy. The purpose
of UFT is to find a numerical X’ to substitute the
original non-numerical feature X, and X’ is
constrained by I(X’;X) = H(X). This constraint
makes the MI between the transformed X’ and the
original X to be the same as the entropy of the
original X. This condition is critical because it
ensures that the original feature information is
preserved, when non-numerical features are
transformed into numerical features. It is also worth
nothing that the transformation is independent of
class label, so that the bias introduced by class label
can be reduced. After it is processed by UFT
methods, the datasets’s format which have
heterogeneous features can be combined to
numerical features entirely. The solution for UFT
methods is [8, 14]:

µ* = n-i -∑ n-k p 1-∑ p ∑ p p i-j
where∗ = { ,… , }

Based on the solution, equation (1), UFT
methods can be formalized as (figure 2).

Figure 2. UFT Algorithm

2.2. Information Theory

In information theory, entropy is a key
measure of information. Since it is capable of
quantifying the uncertainty of random variables and
scaling the amount of information shared by them
effectively, it has been widely used in many fields.
In the case of feature selection, relevant features
have important information relating to the class,
otherwise irrelevant features contain little
information relating to class [16, 17]. To measure
the uncertainty of a random variables X with
discrete values can use entropy function H(X),
which is defined as:( ) = −∑ ( ) ( )∈

Where p(x)=Pr(X=x) is the probability
density function of X. The joint entropy H(X, Y) of
X and Y is( , ) = −∑ ∑ ( , ) log ( , )∈∈

To measure show much information is
shared by two variables X and Y, a concept termed
mutual information I(X; Y) is defined as:( ; ) = ∑ ∑ ( , ) ( , )( ) ( )∈∈

If value of I(X; Y) is very high, then X and Y
are closely related with each other; otherwise, if
I(X; Y) ≤ 0, then two variables are totally unrelated.

2.3. Dynamic Mutual Information

In this section a feature subset selection
algorithm based on dynamic mutual information.
Generally, instances in T=D(F, C) can be classified
into two kinds: labeled and unlabeled. Suppose S is
the subset of already selected features and the
instances D has been partitioned into two parts with
respect to the labels C, i.e., labeled instances Dl ⊆
D and unlabeled instances Du ⊆ D, where Dl ∩ Du =∅ and Dl ∪ Du = D. And then pick the candidate
feature f out from F, which will classify as more
instances in Du as possible. Feature with the largest
mutual information on D will be selected.

Before identifying feature on each stage,
first step of algorithm  is estimates the value of
mutual information from candidate features f with
label class C. This recursion procedure is similar to
the first step of the other mutual information
algorithm, which takes the value of mutual

(1)

Algorithm: UFT
Input: dataset D, which heterogeneous feature
fj,j є {1, ..., m}
Output: transformed dataset D' with pure
numerical features
(1) for j = 1 to m do
(2) if feature fj is non-numerical then
(3) n = size(unique(fj));
(4) {si|i = 1, ..., n} is the set of non-

numerical values in feature fj
(5) pi is the probability of si
(6) for i = 1 to n do
(7) =( − ) −∑ ( − ) (1 − ∑ ) ∑ ( − ) ;
(8) σi = pi ;
(9) use Gaussian distribution Ɲ (µi,

σi) to generate numerical data and
substitute the values equal to si
in feature fj

(10) end for
(11) end if
(12) end for

(2)

(3)

(4)

(4)
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information feature with the highest estimated on
the whole sample space D. During the calculation
phase, features (fi) which has a mutual information
value as big as zero (0) then it will be removed
from F and features that have the highest value of
mutual information will be selected. The purpose of
this step is to prevent them from being recalculated
in estimating mutual information in next time. After
doing that, the algorithm will go to the next round
to pick up other candidate features. This procedure
will be repeated, until there has no candidate
features in F or the number of the unlabeled
instances is equal to inconsistency count of T.

The search strategy used is sequential
forward search. For each iteration, the value of the
mutual information I(fi, C) will be calculated for all
the features in candidate F. Explicitly, the details of
algorithms as shown in Fig. 3.

Figure 3. Dynamic Mutual Information Algorithm

2.4. C4.5 Decision Tree Classifier

The C4.5 algorithm was introduced by
[18] as an improved version of ID3. The
improvements that distinguishes C4.5 algorithm
from ID3 are the ability to handle the numeric type
feature, perform pruning of decision tree and
deriving a set of rules. The C4.5 decision tree
learning is one of the most widely used and
practical methods for inductive inference [19]. The
C4.5 algorithms uses the criteria gain in
determining the features that become nodes on the
tree-induced. The construction begins at the root
node where each attribute is evaluated using a

statistical test to determine how well it can classify
the training samples [20].

The best attribute is chosen as the test at
the root node of the tree. A statistical test used in
C4.5 for assigning an attribute to each node in the
tree also employs an entropy-based measure. The
assigned attribute is the one with the highest
information gain ratio among attributes available at
that tree construction point. The information gain
ratio GainRatio(A, S) of an attribute A relative to
the sample set S is defined in Eq.5 as follow:= ( , ) ( , )
where

( , ) = ( ) − | || | ( )∈
and ( , ) = −∑ | || | | || |

Where Sa is the subset of S for which the
attribute A has the value a.

3. RESULT AND ANALYSIS

The classification prediction model was
processed using Weka and validated by 10-fold
cross validation method. This paper conducted two
test scenarios. The first scenario discusses the
features transformation into a homogeneous feature
and feature subset selection most associated with
the class label in the analysis of customer loyalty
fast moving consumer goods based on the mutual
information between feature and class label. The
second scenario is classifying the customer loyalty
using a decision tree:
a. Use all the features of the original data (before

feature subset selection);
b. Use the selected features by the dynamic

mutual information (DMI) method;
c. Use the selected features by the p-value

method; and
d. Using the selected features on the basis of

researcher estimation.

The combination of these features were
used in building a decision tree classification of
customer loyalty. Based on test scenarios described
above, then perform a comparative analysis of the
accuracy level for the classification of customer
loyalty. The performance evaluations were
performed using the value of accuracy and F-

Algorithm 1. DMIFS: feature selection using
dynamic mutual information.
Input: A training dataset T=D(F,C)
Output: Selected features S.
(1)   Initialize relative parameters: F = F;

S = ∅; Du = D; Dl =∅;
(2) Repeat
(3) For each feature f ∈ F do
(4)        Calculate its mutual information I(C; f)

on Du;
(5) If I(C; f ) = 0 then F = F − {f };
(6)      Choose the feature f with the highest

I(C; f );
(7) S = S ∪ {f }; F = F\{f };
(8)      Obtain new labeled instances Dl from Du

induced by f;
(9)      Remove them from Du, i.e., Du = Du\Dl;
(10) Until F =∅ or |Du| = IT

(5)

(6)

(7)
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measure. The results of rank from the first test
scenarios presented in Table 2.

Table 2. The rank of Features Subset Selection
Feature Subset

Selection Selected Features

Before features
selection

f1, f2, f3, f4, f5, f6, f7, f8, f9, f10,
f11, f12, f13, f14, f15, f16, f17, f18,
f19, f20, f21, f22, f23, f24, f25, f26

Dynamic mutual
information

f21, f15, f2, f3, f24, f25, f11, f7, f6,
f8, f14, f13, f12, f10, f17, f22, f18,
f5, f9, f23, f4, f26, f19, f20, f1, f16

Manual features
selection

f2, f25, f3, f4, f6, f15, f21, f7, f8,
f10, f11, f18, f12, f13, f24, f1, f23,
f26, f5, f16, f9, f17, f14, f22, f19,

f20

P-value
f6, f26, f17, f10, f1, f8, f7, f24, f16,
f12, f11, f14, f3, f18, f5, f13, f25,

f21, f19, f9, f15, f20, f4, f22, f2, f23

The rank result was obtained using the
method of dynamic mutual information, p-value
and researcher estimation. There are three features
that are always selected, if the number of the
features is limited to ten features. These features are
job status (f6), education (f7) and brands (f8). It is
means that the three of these features affected to
customer loyalty.

The testing of performance classification
comparison was conducted to determine the
performance of the classifier, which generated
predictions with the smallest error value. Figure 4
shows the comparison of accuracy from several
method of feature subset selection using predictive
models decision tree algorithm.

Figure 4. Comparison Accuracy of Decision Trees
Algorithm

Based on Figure 4 can be infered that
using the dynamic mutual information method gave
better accuracy when compared to a p-value
method, researcher estimation and using all the
features before feature subset selection  in the use
of the number of features as many as five. Whereas

on Fig. 5 shows the a comparison of F-measure for
feature selection method based on predictive
models of decision trees algorithm.

Figure 5 Comparison of F-Measure Decision Tree
Algorithm

Figure 5 depicts that the method of
dynamic mutual information has difference value
of F-measure that significant in the use of the
number of features as many as five. The highest
classification performance of decision tree method
that applied feature subset selection dynamic
mutual information on the five features selected,
i.e. the value of accuracy 76.68% and the value of
F-measure 73.5%. By applying the DMI-
unsupervised-feature transformation methods, it can
be seen that the relevant features affected the
performance of decision tree algorithm, that are
consumption average (f15), age (f2), expenses
(f21), reason to switch (f24) and address (f3). From
a number of 386 data at five selected features, the
296 data (76.68%) can be classified correctly,
whereas 90 data (23.32%) were incorrectly
classified (as shown in Table 3).

Table 3. Confusion Matrix Decision Tree Algorithm

Test Result Customer Loyalty
Loyal Not Loyal

Positive 266 18
Negative 72 30

Table 3 is confusion matrix for amount of
data test of estimated loyal customers is 284. A
number of 266 customers is predicted correctly as
loyal customer (true-positive/ TP), whereas 18
customers predicted incorrectly (false-positive / FP)
by the classifier of decision tree. The testing on the
non-loyal customers yield 30 customers (true-
negative/ TN) predicted correctly and customers are
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not loyal, otherwise 72 customers (false-negative/
FN) predicted incorrectly as a not loyal customer.

4. CONCLUSION

The unsupervised feature transformation
was used to change the features of non-numeric
into a numeric feature based on the rule of Gaussian
distribution. Whereas the dynamic mutual
information method was used for features subset
selection based on value of mutual information
between features and class label. By combining
both methods, we show that we can improve the
performance of decision tree algorithms in
classification of customer loyalty on fast moving
consumer goods. The best performance of this
research was obtained using five features in the top
rankings.

By applying DMI-unsupervised-feature
transformation methods, it can be seen that the
relevant features affected the performance decision
tree algorithm, namely are consumption average
(f15), age (f2), expenses (f21), reason to switch
(f24) and address (f3). The accuracy and F-measure
for DMI-unsupervised-feature transformation
values respectively are 76.68% and 73.5%
respectively
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