Predicting the Outcomes of Traumatic Brain Injury Using Accurate and Dynamic Predictive Model
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Abstract

Predictive models have been used widely to predict the diseases outcomes in health sector. These predictive models are emerged with new information and communication technologies. Traumatic brain injury has recognizes as a serious and crucial health problem all over the world. In order to predict brain injuries outcomes, the predictive models are still suffered with predictive performance. In this paper, we propose a new predictive model and traumatic brain injury predictive model to improve the predictive performance to classifying the disease predictions into different categories. These proposed predictive models support to develop the traumatic brain injury predictive model. A primary dataset is constructed which is based on approved set of features by the neurologist. The results of proposed model is indicated that model has achieved the best average ranking in terms of accuracy, sensitivity and specificity.
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1. Introduction

Recently, the new Communication and Information Technologies (ICTs) have emerged in all fields such as transportation, agriculture, industries [1-3]. These technologies are also implemented in health sector to predict the diseases outcome through predictive models. Predictive models are used to process and create a model which is capable of predicting disease outcomes [4]. The prediction is about an uncertain event which is capable to identifying the new outcomes from past data [5]. The predictive models play significant role in healthcare, where these models predict the patient’s outcomes based on their features. These predictions are significant for disease future outcomes [6]. In the past, such estimates are typically based on professional (clinician and health provider’s) opinion and their experience. Predictive models are used to determine the eligibility of the patient for new methods of disease treatment. In addition, these models are used as a guideline in health sector to select the more appropriate therapies for patients. In addition, the predictive and prognostic models are interchangeable in nature. Prediction can be used to solve the binary and multiclass problems. The multiclass prediction problem refers to classifying different instances into one and more than one classes [7]. On the other hand, the binary prediction problem refers to classifying instances into two classes.

Traumatic Brain Injuries (TBIs) refer to serious injuries of skull that damage the brain functions which are classified based on injuries seriousness. Basically, the TBI patients are categorized into five types based on degree of residual disability namely dead, vegetative state, severe disability, moderate disability and good recovery [8]. TBI patients will usually end up with comas, permanent disability or death issues. These injuries are considered critical and serious problems in health care.
Various different types of predictive models have been designed for prediction. However, these models have some limitations and drawbacks. Existing predictive models have not been well established for TBI patients. The existing predictive models have unsatisfactory results due to unavailability of multi-class prediction. Multi-class prediction is very significant to improve the predictive models performance for TBI outcomes. Different types of predictive models are used to provide classifications and predictions such as Artificial Neural Network (ANN), AdaBoost and Support Vector Machine (SVM), Logistic Regression (LR), Bayesian Network (BN), Decision Tree (DT) Discriminant Analysis (DA) [9, 10]. Still, there is a need to develop a new predictive model for improving the existing models predictive performance. Another issue in TBI predictive model is affinity predictive model usage. The affinity is not used in TBI to develop and provide multi-class prediction. Indeed, there is a dire need to develop a new predictive model for improving the predictive model performance. In addition, the features from existing TBI predictive model need to be evaluated and approved by neurology experts for a better predictive performance.

In this context, this paper propose a new TBI predictive model to improve the existing predictive models performance for predicting TBI outcomes. The propose model obtains a better prediction of TBI outcomes which is based on Glasgow outcome scale. In paper main objectives are as follows:

- To design a new predictive model to enhance the existing predictive models performance for predicting TBI outcomes.

- To design the Traumatic Brain Injury Predictive Model for predicting outcomes of TBI.

The rest of paper is organized as follows. Section 2 discusses the related work in the field. Section 3 presents the complete model design. The results of proposed model are discus in Section 4. Finally, we conclude this paper with future work in Section 5.

2. RELATED WORK

Traumas are serious health problems all over the world. According to Zhang, et al. [11], around 10 million people have suffered from traumatic brain injuries. In order to solve these serious problems, there is a need to use new computer based technologies for accurate predictive method. In this section, we discuss some existing predictive models and their limitations.

Artificial Neural Network (ANN) refers to a computational model inspired by the connectivity of neurons to animate the nervous systems and widely used as a method for classification and prediction. Ding, et al. [12] reported that during the last thirty years, ANN has used widely with remarkable developments. The wide acceptance and usage of ANN are because of its ability in mapping. The Discriminant Analysis (DA) model is a general form of Fisher's linear discriminant. It is usually utilize to search linear combination of features which are separated by two or more than two events or classes of objects. The term LDA (Linear Discriminant Analysis) and Fisher’s linear discriminant are often used interchangeably and considered as well-known classifier to solve the problems [13].

Neuro-fuzzy models are based on combination of fuzzy logic and artificial neural networks. This model hybridization the results in a hybrid intelligent system and synergizes these methods through combining the fuzzy systems (human-like reasoning style) with the learning and connectionist structure of neural networks. One of the main advantage of Neuro-Fuzzy system is its universal ability to approximation and solicit interpretable IF-THEN rules. Basically, these systems are divided into two main areas: linguistic fuzzy and precise fuzzy modeling. In linguistic fuzzy area mainly focused on interpretability and on Mamdani model. On the other hand, the precise fuzzy area focuses on accuracy and mainly depend on Takagi-Sugeno-Kang (TSK) model [14-16].

K-Nearest Neighbor (KNN) model was introduced as a non-parametric classifier. It is a type of lazy learning or instance-based learning, in which the function is approximating locally and all computation varied until classification. In addition, this algorithm is very simple algorithm for machine learning. Li, et al. [17] classified k in KNN as a user-defined constant and a test point or a query or unlabeled vector. The classification is done by selecting a label which is nearest to the query point and frequent among the k training samples.
Support Vector Machines (SVMs) are well known predictive models which contain learning methods and able to explore the dataset to identify the outcomes. This approach is widely used for binary classification and prediction. In fact, the support vector machine is considered as one of the linear binary classifiers but a simple SVM can analyze a group of inputs from the dataset in order to forecast two outputs. Moreover, the support vector machines are capable of using the kernel trick that can map the instances in high dimensional space to provide nonlinear prediction or classification [18]. However, it may requires prohibitively-expensive computing resources to solve real world issues. On the contrary, the “one-to-the others” method is slightly less accurate, but still in demand especially for heavy resources in real-time application.

Affinity approach is used to classifying and prediction. Furthermore, affinity set is also used to investigating the relationship between output and inputs dataset [19]. Agarwal and Chen [20] proposed a predictive model to diagnosis and associated with the accuracy results with SVM, an NN, a rough set (Rosetta), and logistic regression. In addition, the researchers also discussed that affinity set model is accurate than the ANNs. Huang and Chen [21] designed a qualitative data development analysis by affinity set in which affinity predictive model is used to determine the performance of nonprofit organizations. However, in this study the multiclass prediction is not taken into account. Larbani and Chen [22] used affinity set and its application in data-mining in which affinity is used as a set for delayed diagnosis as a predictor or binary classification. The delayed diagnosis refers to a medical errors which are explained delayed diagnosis issues. Such example is those patients who are ignored in emergency room and identified in intensive care unit by doctors. In addition, in this study affinity set is used as a data mining tool through topology concept to categorize the key attributes which are caused for delayed diagnosis. The results of this study indicated that when patients breathe normally but pulse and blood pressure are abnormal, so it shows high probability of delayed diagnosis. Larbani and Chen [22] proposed a fuzzy set based framework for affinity concept without multiclass prediction. Chen, et al. [23] used affinity set to find vital traits of delayed diagnosis. This study provides topology concept for affinity set. This affinity set is used as a data mining tool to concentrate and categorized the significant traits which are caused for delayed diagnosis. Chen and Larbani [19] was developed the affinity set and its applications mathematical model of affinity set. Alanazi, et al. [24] developed the affinity predictive model to solve the multi-class prediction problem.

The above discussion on existing predictive models clearly indicated that existing predictive models are used for classification and analysis. However, these models are used for binary prediction and classification. These models do not provide a multi-class prediction.

### 3. PROPOSED ACCURATE AND DYNAMIC PREDICTIVE MODEL

Accurate and Dynamic Predictive Model (APM) is proposed to improve the predictive performance. In this proposed model, 12 predictive models are combined together to predict the TBI outcomes and the ten-fold cross validation is applied to validate the model. The combined predictive models are Artificial Neural Network (M1), Fuzzy Model (M2), Ensemble Model (M3), Naive Bayes Model (M4), Discriminant Analysis Model (M5), Neuro Fuzzy Model (M6), Decision Tree Model (M7), Affinity Model (M8), KNN model (M9), Multi SVM (M10) and Logistic Regression (M11). These predictive models are used successfully with ten different datasets. These datasets are IRIS, Balance, Thyroid, TEA, CTG-JMI, CTG-CMIM, CTG-DISR, TBI-JMI, TBI-CMIM and TBI-DISR.

Three feature selection methods is used with these datasets to contain more than six features. These feature selection methods are used with these datasets to contain more than six features. These methods are Joint Mutual Information Method, Double Input Symmetrical Relevance Method and Conditional Mutual Info Maximization Method. The predictive performance of these models evaluate by accuracy, sensitivity and specificity. Evaluation metrics using confusion matrix. Friedman, ‘Iman and Davenport’ and Holm statistical tests are carried out to verify the predictive performance enhancement [25, 26]. Figure 1 shows the APM model prototype.

Multi-Class Affinity Predictive Model (MPAM) is proposed to solve the multi-class prediction problems and a 10-fold cross-
validation has used to validate the model. A comprehensive framework of ‘Multi-Class Affinity Predictive Model’ is portrayed in Figure 1, while a mathematical presentation presents in the next section. These feature selection methods are Joint Mutual Information (JMI), Double Input Symmetrical Relevance (DISR) and Conditional Mutual Info Maximisation (CMIM). Multi-Class Affinity Predictive Model is successfully used with ten different datasets. These datasets are IRIS, Balance, Thyroid, TEA, CTG-JMI, CTG-CMIM, CTG-DISR, TBI-JMI, TBI-CMIM and TBI-DISR. Predictive performance of these models is evaluated by accuracy, sensitivity and specificity evaluation metrics by confusion matrix. Friedman, ‘Iman and Davenport’ and Holm statistical tests are carried out to verify the predictive performance enhancement and compared with the benchmarks [25, 26]. Indeed, all of these experiments show that the MAPM successfully resolves the different multi-class prediction problems. However, some of the experiments show that predictive performance of the MAPM should be enhanced.

The existing affinity predictive model resolves a binary prediction problem. In MAPM, firstly all possible rules should be generated. Then, the affinity between classes and rules by training set should be calculated. After this calculation, affinity between classes and rules is calculated with other rules within core–r. Then, this calculation should be calculated by super rules within core–s.
Then, the affinity is calculated between rules and super rules. Next, the list of super rules within core–s should be assigned and affinity classes and rules are calculated by super rules within core-s. Next, the affinity between classes and rules are calculated by frequent possibility. Finally, the affinity between classes and rules are calculated by all affinity relationships. Theoretically, the Multi-class predictive affinity model classified problem instance by affinity between entities.

### 3.1 Model Design

Abstractly, APM (M12) model classifies with a combination of multiples from the eleven most famous predictive models by dynamic weighted multi-criteria decision making method.

Mathematically, APM can be formulate as follows:

\[ M_j = \text{is the predictive models (criteria) where} \]
\[ j = \{1, ..., m\} \] and \( m \) is number of predictive models.

**M1: Artificial Neural Network**

**M2: Fuzzy Model**

**M3: Ensemble Model**

**M4: Naïve Bayes Model**

**M5: Discriminant Analysis Model**

**M6: Neural Fuzzy Model**

**M7: Decision Tree Model**

**M8: Affinity Model**

**M9: KNN model**

**M10: Multi SVM**

**M11: Logistic Regression**

### i. Calculating the accuracy of predictive models

Calculating the accuracy \( Acc_j \) of predictive models \( M_j \) based on the equation:

\[
Acc_j = \frac{\left( \sum_{i=1}^{n} TP(i) \right) + \left( \sum_{i=1}^{n} TN(i) \right)}{\left( \sum_{i=1}^{n} TP(i) \right) + \left( \sum_{i=1}^{n} TN(i) \right) + \left( \sum_{i=1}^{n} FP(i) \right) + \left( \sum_{i=1}^{n} FN(i) \right)}
\]

Where \( n \) is the number of the outcomes and \( 1 \leq i \leq n \).

### ii. Calculating the sensitivity of predictive models

Calculating the sensitivity \( Sens_j \) of predictive models \( M_j \) based on the equation:

\[
Sens_j = \frac{\left( \sum_{i=1}^{n} TP(i) \right)}{\left( \sum_{i=1}^{n} TP(i) + \sum_{i=1}^{n} FN(i) \right)}
\]

### iii. Calculating the specificity of predictive models

Calculating the Specificity \( Spec_j \) of predictive models \( M_j \) based on the equation:

\[
Spec_j = \frac{\left( \sum_{i=1}^{n} TN(i) \right)}{\left( \sum_{i=1}^{n} TP(i) + \sum_{i=1}^{n} TN(i) \right)}
\]

### iv. Calculating the weights of predictive models

Calculating the weights \( W_j = \) of predictive models \( M_j \) based on the equation 4:

\[
W_j = \frac{Acc_j + Sens_j + Spec_j}{3}
\]

Where \( W_j, m \) is the weights of predictive models.

### v. Calculating the adjusted weights of predictive models

The adjusted weights of predictive models \( W_{adj} \) is the weights of predictive models where maximum weight of \( W_j \) has the decision power \( d_p \) and \( d_p = 1, 2, ..., m \).

### vi. Transformation and normalization

Linear scale transformation uses for normalization and consider as a straightforward process to divide the product of a definite criterion by its maximum value, on condition that the criteria is defined as benefit criteria (the larger \( x_j \), the greater preference); then the transformed result of \( x_j \) is as follows:
\[ y_{ij} = \frac{x_{ij}}{x_j} \] where, 
\[ x_{ij} = \max_{t} x_{i(t)} \]  
\( 0 < y_{ij} < 1 \), the value of \( y_{ij} \) will be between 0 and 1.

**vii. Calculating the most preferred outcome**

The most preferred outcome \( O_{\text{sup}} \), will be selected such as:

\[ O_{\text{sup}} = \{ O_{t \in dp} \} \]

\[ \max_{t} \sum_{i=1}^{m} W_{ij} \sum_{j=1}^{n} r_{ij}(t) \]

Where, \( M_{i} \) is the predictive models and \( r_{ij}(t) \) is the outcome of the \( i^{th} \) and \( j^{th} \) predictive model (criteria) at time \( t \) while \( O_{t \in dp} \) are the scores outcomes for the decision power \( dp \) and \( 1 \leq dp \leq m \). The final value of the decision vote depends on the best predictive performance. The \( \bar{r}_{ij}(t) \) can be changed based on the decision maker

\[ \bar{r}_{ij}(t) = \min \bar{r}_{ij}(t) \]
\[ \bar{r}_{ij}(t) = \max \bar{r}_{ij}(t) \]
\[ \bar{r}_{ij}(t) = \text{mean} \bar{r}_{ij}(t) \]
\[ \bar{r}_{ij}(t) = \text{median} \bar{r}_{ij}(t) \]

**4. EXPERIMENTS AND RESULTS**

Different experiments are conducted with different datasets to predict the outcomes and validate with 10-fold cross-validation. The datasets used in experiments are Balance Scale Dataset, Thyroid Dataset, TEA Dataset, Cardiotocography Dataset, CTG-JMI Dataset, CTG- CMIM Dataset, CTG- DISR Dataset and TBI Datasets. These datasets are used to predict a psychological experimental outcomes. For validation the 10-fold cross-validation method is used for experiment. The results of these experiments are indicated that proposed model MAPM is successfully solved the multiclass prediction problem. In addition, these results show that in the fold 4’ the affinity predictive performance predict all the IRIS outcomes successfully while in the fold 8, the accuracy, sensitivity and specificity are at the lowest.

In order to predict the TBI outcomes, 12 predictive models are combined together and the 10-fold cross-validation is used to validate the model. The combined predictive models are Artificial Neural Network, Fuzzy Model, Ensemble Model, Naive Bayes Model, Discriminant Analysis Model, Neuro Fuzzy Model, Decision Tree Model, Affinity Model, KNN model, Multi SVM and Logistic Regression. These predictive models are used successfully with ten different datasets. These datasets are IRIS, Balance, Thyroid, TEA, CTG-JMI, CTG-CMIM, CTG-DISR, TBI-JMI, TBI-CMIM and TBI-DISR. Table 1 shows the results of all predictive models and their comparison results with different datasets in terms of accuracy and sensitivity of the 10-fold cross-validation based on TBI-CMIM datasets.

**4.1 Accuracy Results**

The average rankings of each predictive model obtains by the Friedman test. Furthermore, these models are distributed according to F-distribution in Friedman statistic according to chi-square with 11 degrees of freedom 51.676923 and the P-value computed by Friedman test 0. The distribution is according to F-distribution in Iman and Davenport statistic according to F-distribution with 11 and 99 degrees of freedom, which is 7.974413 and P-value computed by Iman and Daveport Test with value 0.000000000872. The proposed predictive models have achieved the best average rank and significantly consider a best predictive model among the whole multiple models based on accuracy with the level of significance \( \alpha < 0.05 \) and \( \alpha < 0.01 \). In addition, it is reported that the Multi SVM obtained the worst average rank which is considered significantly as the worst predictive model among other predictive models. As a conclusion, Friedman and ‘Iman and Daveport’ showed that there is a significant difference between the proposed predictive models and the whole multiple predictive models since the p-value of Friedman and ‘Iman and Daveport’ level of significance is \( \alpha < 0.05 \) and \( \alpha < 0.01 \). In other words, the Friedman and ‘Iman and Daveport’ tests rejected the null hypothesis (i.e. all the results of the predictive models based on equivalent accuracy).

**4.2 Sensitivity Results**

The sensitivity of predictive performance of all predictive models which is calculated based on the sensitivity metrics. The distributed results according to F-distribution in Friedman statistic according to chi-square with 11 degrees of freedom are 339.745 and the P-value computed by Friedman test is 0. The distribution according
to F-distribution in Iman and Davenport statistic according to F-distribution with 11 and 99 degrees of freedom is 44.241412 and the P-value computed by Iman and Daveport Test is 0. Results indicated that the proposed predictive models is achieved the best average ranking and considered significantly as the best predictive model among the whole multiple models based on the sensitivity with a level significance $(\alpha) < 0.05$ and $(\alpha) < 0.01$. In addition, it presents that the Fuzzy model is obtained the worst average ranking and considered significantly as the worst predictive model among the whole multiple predictive models.
Table 1: Average Results of Data sets with Proposed Model in Terms of Accuracy, Sensitivity and Specificity

<table>
<thead>
<tr>
<th>Data Sets</th>
<th>IRIS</th>
<th>Balance dataset</th>
<th>TEA</th>
<th>CTG-JMI</th>
<th>CTG-DISR</th>
<th>Thyroid</th>
<th>TBI-CMIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy/ Sensitivity/ Specificity</td>
<td>Acc</td>
<td>Sen</td>
<td>Spe</td>
<td>Acc</td>
<td>Sen</td>
<td>Spe</td>
<td>Sen</td>
</tr>
<tr>
<td>Artificial Neural Network</td>
<td>0.79</td>
<td>0.66</td>
<td>0.88</td>
<td>0.79</td>
<td>0.66</td>
<td>0.88</td>
<td>0.52</td>
</tr>
<tr>
<td>Fuzzy Model</td>
<td>0.77</td>
<td>0.64</td>
<td>0.87</td>
<td>0.77</td>
<td>0.64</td>
<td>0.87</td>
<td>0.42</td>
</tr>
<tr>
<td>Ensemble Model</td>
<td>0.79</td>
<td>0.66</td>
<td>0.88</td>
<td>0.79</td>
<td>0.66</td>
<td>0.88</td>
<td>0.42</td>
</tr>
<tr>
<td>Naive Bayes Model</td>
<td>0.74</td>
<td>0.59</td>
<td>0.85</td>
<td>0.74</td>
<td>0.59</td>
<td>0.85</td>
<td>0.41</td>
</tr>
<tr>
<td>Discriminant Analysis Model</td>
<td>0.77</td>
<td>0.62</td>
<td>0.87</td>
<td>0.77</td>
<td>0.62</td>
<td>0.87</td>
<td>0.54</td>
</tr>
<tr>
<td>Neuro Fuzzy Model</td>
<td>0.75</td>
<td>0.61</td>
<td>0.86</td>
<td>0.75</td>
<td>0.61</td>
<td>0.86</td>
<td>0.5</td>
</tr>
<tr>
<td>Decision Tree Model</td>
<td>0.81</td>
<td>0.68</td>
<td>0.89</td>
<td>0.81</td>
<td>0.68</td>
<td>0.89</td>
<td>0.53</td>
</tr>
<tr>
<td>Affinity Model</td>
<td>0.81</td>
<td>0.69</td>
<td>0.9</td>
<td>0.81</td>
<td>0.69</td>
<td>0.9</td>
<td>0.46</td>
</tr>
<tr>
<td>KNN model</td>
<td>0.67</td>
<td>0.5</td>
<td>0.8</td>
<td>0.67</td>
<td>0.5</td>
<td>0.8</td>
<td>0.42</td>
</tr>
<tr>
<td>Multi SVM</td>
<td>0.67</td>
<td>0.5</td>
<td>0.8</td>
<td>0.67</td>
<td>0.5</td>
<td>0.8</td>
<td>0.46</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>0.79</td>
<td>0.66</td>
<td>0.88</td>
<td>0.79</td>
<td>0.66</td>
<td>0.88</td>
<td>0.42</td>
</tr>
<tr>
<td>Proposed Model</td>
<td>0.84</td>
<td>0.73</td>
<td>0.91</td>
<td>0.84</td>
<td>0.73</td>
<td>0.91</td>
<td>0.67</td>
</tr>
</tbody>
</table>
In conclusion, Friedman and ‘Iman and Daveport’ showed that there is a significant difference between the proposed predictive models and the whole multiple predictive models since the p-value of Friedman and ‘Iman and Daveport’ level of significance is (α) < 0.05 and (α) < 0.01. In other words, the Friedman and ‘Iman and Daveport’ tests rejected the null hypothesis (i.e. all the results of the predictive models based on sensitivity are equivalent).

4.3 Specificity Results

In this comparison, the accuracy of predictive performance of all predictive models is calculated based on the specificity metrics. The distribution is according to F-distribution in Friedman statistic according to chi-square with 11 degrees of freedom with 332.792692 and the P-value computed by Friedman test is 0. The results are distributed according to F-distribution in Iman and Davenport statistic according to F-distribution with 11 and 1089 degrees of freedom which is 42.943382 and the P-value computed by Iman and Daveport Test is 0. The proposed predictive model achieved the best average ranking which is considered significantly as the best predictive model among the whole multiple predictive models based on specificity. As a conclusion, Friedman and ‘Iman and Daveport’ showed that there is a significant difference between the proposed predictive models and the whole multiple predictive models since the p-value of Friedman and ‘Iman and Daveport’ level of significance is (α) < 0.05 and (α) < 0.01. In other words, the Friedman and ‘Iman and Daveport’ tests rejected the null hypothesis (i.e. all the results of the predictive models based on specificity are equivalent).

5. CONCLUSION

A dynamic weighted sum multi criteria decision making method used with multiple predictive models to obtain a better predictive performance for prediction and classification compared to existing benchmarks predictive models. Twelve predictive models are combined to predict the TBI outcomes using a dynamic weighted multi criteria decision making method to improve the predictive performance of existing predictive models and the 10-fold cross-validation has used to validate the model. The predictive performance of these models is evaluated by accuracy, sensitivity and specificity evaluation metrics using confusion matrix. Friedman, ‘Iman and Davenport tests are carried out to verify the predictive performance enhancement compared with existing models. The proposed predictive models achieved the best average ranking which is considered significantly as the best predictive model among the whole multiple models in terms of accuracy, sensitivity and specificity. The proposed model will help in medical filed to predict the TBI outcomes. In future, we will develop more accurate model for other serious diseases in medical science.

REFERENCES


