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ABSTRACT 

 

Recognizing Textual Entailment (RTE) is an important task in many natural language processing. In this 

paper we investigate the effectiveness of distributional semantic model (DSM) in RTE task.  Word2Vec 

and GloVe are recent methods that suitable for learning DSM using a large corpus and vocabulary. Seven 

distributional semantic models (DSM) generated using Word2Vec and GloVe were compared to get the 

best performer for RTE. To our knowledge, this paper is the first study of various DSM on RTE. We found 

that DSM improves entailment accuracy, with the best DSM is GloVe trained with 42 billion tokens taken 

from Common Crawl corpus.  We also found the size of vocabulary size in DSM does not guarantee higher 

accuracy.  
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1. INTRODUCTION 

 

Recognizing Textual Entailment (RTE) is the 

task of detecting directional semantic entailment 

relation between a text pairs <text, hypothesis>. 

Text T entails hypothesis H, if H can be inferred 

from T using common knowledge. RTE task is 

important because many natural language 

processing (NLP) problems, such as information 

extraction, relation extraction, summarization or 

machine translation, rely on it [1]. As example, 

Figure 1 shows a pair of text T and hypothesis H.  

Although words and structures of text and 

hypothesis are different, H is entailed from T.  

 

Figure 1. Example from RTE3 dataset 

 

RTE is related with semantic textual similarity 

(STS). The difference is that textual entailment is 

one directional [2], and STS is bidirectional. STS 

compared two sentences that are relatively equal in 

length, while the textual entailment compared 

hypothesis that are shorter than text. 

Common approach for RTE is using textual 

similarity, that finds similarity between two texts by 

using simple lexical matching method [3]. 

Similarity score returns number of lexical units that 

occur in both input texts.  

The main problem is there are so many word 

variation in RTE [4].  For example, there is 

semantic similarity between sentence “I own a cat” 

and “I have an animal”, but standard lexical 

similarity will fail to identify similarity between 

these texts [3]. Identifying word similarity of texts 

may improve RTE system. 

For handling word variation, some systems 

employed external semantic resources e.g. 

WordNet, DIRT, Wikipedia, VerbNet and Framenet 

[7-8]. System with external semantic resources has 

better accuracy than without external resources [9].  

Unfortunately, manually build database like 

WordNet and VerbNet has limited vocabulary 

coverage.  In order to overcome this weakness, 

DSM has been proposed to build automatically 

semantic resources based on unlabeled corpus. We 

use Word2Vec [11] and GloVe [12] that designed 

to generate DSM for large corpus. 

There are   few papers that employed large DSM 

in RTE.  Bjerva [19] used Word2Vec trained with 1 

billion tokens from Wikipedia, Teranaka [20] used 

Word2Vec trained with Japan Wikipedia corpus. 

They employed vector distance as a feature for 

machine learning, but the effect of DSM is not 

explained. Zhao [21] used Word2Vec trained using 

Google News Corpus and concluded that DSM has 

no effect for RTE accuracy. To our knowledge, our 

T:  Every year Israel jails individuals simply because 
they refuse to perform military service for reasons 
of conscience. 

 
H:  People are willing to risk imprisonment rather than 

perform military service. 
 
Entail: TRUE 
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paper is the first study of various distributional 

semantic model on RTE and the first that use 

GloVe method.  

This paper compares some distributional 

semantic models (DSM) for RTE. In our approach, 

textual alignment is developed with semantic 

distributional word similarity model to determine 

entailment relation between text and its hypothesis. 

If the hypothesis is semantically equivalent with 

text (entailed) then their words or expression should 

be aligned. Entailment relation is predicted by the 

alignment quality.  Align and penalize algorithm in 

[6] is adapted and semantic distributional model 

replace LSA (Latent Semantic Analysis). 

This paper shows that entailment accuracy is 

improved by DSM, especially by GloVe with 42 

billion tokens.  We also found the size of 

vocabulary size in DSM does not guarantee higher 

accuracy. 

The rest of the paper is organized as follows. In 

section 2, related works in this area are presented. 

Section 3 describes distributional semantic model, 

and section 4 describes our method. In section 5, 

experiments are described including discussion of 

results. Concluding remarks are presented in section 

6. 

2. RELATED WORK 

 

Lack of coverage is the first problem in semantic 

resources of textual entailment system. Semantic 

resource, e.g. WordNet that is built manually by 

linguists, has limited number of words, and has 

disadvantage in adding new words. The second 

problem is non-parametric database, so the size of 

vocabulary is linear with the size of corpus.  

We adapted UMBC-Ubiquity-Core model [6]. 

This system is the best system for SEM 2013 

semantic textual similarity task by using simple 

align and penalize algorithm.  Alignment model in 

textual entailment defines correspondence between 

the words of the hypothesis and the words of text. 

Penalty is given when the correspondence words is 

not found.  

Alignment model assumes that if there are two 

semantically similar sentences, its words or phrases 

can be aligned. Alignment quality will be used as 

similarity measurement. For handling vocabulary 

variation, UMBC using a combination of Latent 

Semantic Analysis (LSA) and WordNet to measure 

similarity between two words.  

 

3. DISTRIBUTIONAL SEMANTIC MODEL 

 

Distributional Semantic Model (DSM) assumes 

that semantically similar words were likely to co-

occur within the same context or same word group.  

DSM represents word context by using vector, and 

word similarity is calculated by geometric distance 

of two vectors. This semantic vector is used as 

features in many applications. 

DSM has been employed in NLP tasks, i.e. 

semantic relatedness [10], synonym detection [11], 

concept categorization [12], selection preferences 

[13], and analogy [14]. In semantic relatedness 

especially in distinguishing similarity from 

relatedness, DSM had better performance than 

performances of state of the art techniques [10]. 

There are some popular DSM i.e. Word2Vec [11], 

GloVe [12], and Paragram [5]. These methods have 

advantages in processing very large unannotated 

corpus, and providing pre-trained model and ready-

made tools. 

3.1 Word2Vec 

Word2Vec employs neural network to return 

semantic vector model from corpus.  It has two 

architectures i.e. skip-gram and continuous bag-of-

words (CBOW). Skip-gram predicts contexts as 

neighboring words in particular range when 

accepting an input word. CBOW maximizes 

conditional probabilities of word occurrence when 

accepting contexts (i.e. neighboring words). [11] 

In analogy task, Mikolov et al. [13] introduced 

new evaluation scheme that employs structure of 

word vector space by using some dimensions of 

difference. As an example, analogy “king is to 

queen as man is to woman” can be represented as 

vector space in “king − queen = man − woman”. 

Baroni et al. [10] compared Word2Vec and count 

models. The best performing vectors are 400- 

dimensional, 5-word context window, with 10 

negative samples and subsampling. All models 

consist of about 2.8 billion tokens constructed by 

concatenating UK WaC, English Wikipedia, and 

British National Corpus [10].  

3.2 Global Vector 

Global Vector (GloVe) uses statistical counting 

global word co-occurrence non-zero matrix. There 

is a claim that global counting usage made Glove 

better than Word2Vec for analogy task, semantic 

similarity, and named-entity recognition, but this 

claim is disputed by Levy [14]. Glove employs ratio 

of co-occurrence probabilities to eliminate non-

discriminative words [12]. 
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3.3 Paragram 

Paragram is parametric paraphrase model built 

using skip-gram Word2Vec [11] and recursive 

neural network GloVe [12]. Wieting [5] proposed 

this model to improve weaknesses of Paraphrase 

Database (PPDB). PPDB is semantic resources 

containing database of 220 million paraphrase pairs 

[15].  

Paragram is developed because there are three 

weaknesses of PPDB [5]. The first weakness is 

incomplete coverage since both phrases are 

assumed co-exist in the database. Non parametric is 

the second weakness of PPDB, the number of 

phrase pairs increase in line with dataset used to 

construct the database. Large size of phrase pairs 

will complicate database usage. Last, low quality of 

confidence estimation by PPDB that is heuristically 

feature combination. Paragram is built by using 

PPDB corpus, and then tuned on by Simlex-99 and 

WordSim-353. 

 

4. DSM+ALIGN ENTAILMENT  

 

Figure 2 shows our proposed system architecture. 

For alignment, we apply modified align-and-

penalize [6].  We add named entity alignment, and 

replaced LSA and WordNet with distributed 

semantic model (DSM). 

Preprocessing consists of tokenization, stop word 

removal, part of speech (POS) tagging, and named-

entity recognition (NER) using Stanford coreNLP 

library [16]. Each token is categorized into three 

POS tags, i.e. verb, noun, and other word. NER 

returns four types of named-entities, namely 

number, location, currency, and date. 

 Figure 3 shows isEntail algorithm, that apply 

align and penalize algorithm for entailment. It 

begins by matching each list of named-entities (see 

Figure 4). The next step is matching verb and noun, 

then matching other words (see Figure 5). If a word 

or phrase from H has no pair in T, penalty is 

applied. Final score is calculated from score and 

penalty returned by namedEntityAlign and score 

and penalty returned by wordAlign.  Unlike UMBC 

that has bidirectional alignment score, alignment 

score of textual entailment is calculated in one 

directional.  Entailment is true if final score is 

above predefined threshold.  

Threshold t in isEntail algorithm in Figure 3 is 

the best split value of entailment label 

classification. We employ gain ratio of C4.5 to find 

the best threshold using score attribute of training 

data. In C4.5 application, our aim is not the best 

attribute selection because training data consists of 

only one attribute (i.e. score) and one label (i.e. 

entailment).  Gain ratio is employed to separate 

score of training instances according to target 

classification, i.e. entailment label [17]. 

We investigate two pre-trained DSM i.e. 

Word2Vec [10-11] and Glove [12] using in align 

and penalize algorithm. Pre-trained Word2Vec and 

Glove have many models, based on different corpus 

in model building, as shown by Table 1.  We 

employ two pre-trained Word2Vec and five pre-

trained Glove.  

 

Table 1. DSM description 

DSM Corpus Vocab.  

Size 

Dime

nsion 

Word2Vec_

Mikolov 

Google News 3 

million 

300 

Word2Vec_B

aroni 

UKWaC, 

Wikipedia, and 

British National 

Corpus 

2.8 

billion 

400 

Glove_sl999 PPDB tuned on 

SimLex999  

N/A 300 

Glove_ws353 PPDB tuned on 

WordSim353 

N/A 300 

Glove_6B Wikipedia 2014 

+ GigaWord 5 

N/A 300 

Glove_42B Common Crawl 

42 billion 

tokens 

1.9 

million 

(uncase

d) 

300 

Glove_840B Common Crawl 

840 billion 

2.2 

million 

(cased) 

300 

 

 

 

 

 

 

 

Figure 2. System overview 

Preprocessing 
Aligning 

named entity 

Aligning 

content words 

Penalizing 

misalignment 
Classification 
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Figure 3 isEntail algorithm 

 

Figure 4 shows details of namedEntityAlign 

algorithm. Alignment begins by processing each 

named-entity in H. If a named-entity has a pair with 

named-entity in H, score is increased. If there is no 

pair, total penalty is increased. This process is 

applied to all named-entities in H. 

Figure 5 shows details of wordAlign algorithm. 

We use three kinds of POS tag, i.e. verb, noun, and 

other. Like namedEntityAlign algorithm, this 

algorithm finds word pairs by matching words in H 

and words in T. The difference is that if there are no 

exact matches, semantic relatedness is identified by 

function isSemanticRelated between token t1 and 

token t2.  Given t as threshold, the function 

isSemanticRelated (t1, t2) is calculated using 

following formula. DMS is then applied in the 

function similarity. 

isSemanticRelated ← ����������	�1, �2
 � ���∈������
���  

 

 

 

 

Table 2 shows the best penalty constants for each 

named entity or POS tags. We used grid search on 

training data to find optimal penalty constants.  

 

 

 

 

Table 2. Penalty constants 

Named Entity or POS tag Penalty value 

Number 1 

Location 0.5 

Date 0.5 

Currency 0.5 

Verb & noun 0.5 

Other word 0.5 

 

5.  EXPERIMENT  

 

Our experiments aim to investigate the best DSM 

for RTE. We use RTE3 dataset [18], consisting of 

800 text-hypothesis pairs in an 800/800 train/test 

split. We use seven DSM for word similarity (see 

Table 1). Entailment threshold is determined by 

using gain ratio of alignment score of training data. 

Testing accuracy is shown in Table 3. The best 

accuracy is achieved by Glove_42B with accuracy 

of 67.75%. We found that Glove_ws353, 

Glove_sl999 and Word2Vec_Baroni have lower 

performances than generic model, i.e. Glove_42B 

although they were designed specifically for 

paraphrase that is more related with entailment task.  

 

 

Algorithm 1: isEntail(H, T, t) 

Description:Predicting whether H entail T using align and penalize. 

Input: 

H, T: text pair to be classified 

t: threshold constant for classification 

Output: label: boolean, true if  H entails T 

 

Algorithm 

1. tokenH← tokenize (H) 

2. Hne ← {(term): term∈tokenH⋀NER(term) ∈ {number, location, date, currency}} 

3. tokenT← tokenize (T) 

4. Tne ←{(term): term∈tokenT⋀NER(term) ∈ {number, location, date, currency}} 

5. (scoreNEAlign, penaltyNEAlign) ← namedEntityAlign(Tne, Hne) 

6. (scoreWordAlign, penaltyWordAlign) ← wordAlign(tokenH,tokenT) 

 

7. score ← 
�������� !"�#�����$��%� !"�

|'|
(

)��� �*��� !"�#)��� �*$��%� !"�

|'|
 

8. if score > t then label ← true  

else label ←false 
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Figure 4. namedEntityAlign algorithm 

 
 

Table 3. RTE testing accuracy using various DSM, ordered ascending 

Model Glove
_6B 

Word2Vec
_Mikolov 

Word2Vec
_ Baroni 

Glove_ws353 Glove_840B Glove_sl999 Glove_42B 

Accurac
y (%) 

64.75 65.75 66.00 66.50 66.88 67.38 67.75 

 

 
We also found that the size of vocabulary size in 

DSM does not guarantee a higher accuracy. 

Although performance of Glove_42B that has 42 

billion tokens is better than performance of 

Glove_6B (6 billions token), performance of 

Glove_840B (840 billions token) is lower than 

Glove_42B. 

 

Algorithm 2: namedEntityAlign (Hne, Tne) 

Description: Align and penalize based on named entity from H and T 

Input:  

1. Hne: list of token from H with particular named entity  

2. Tne: list of token from T with particular named entity 

3. locationPenalty: real 

4. currencyPenalty: real 

5. numberPenalty: real 

6. datePenalty: real 

Output:  

1. score: alignment score for name entity in H and T 

2. penalty: alignment penalty for name entity in H and T 

 

Algorithm 

1. score ← 0 

2. locationH← {(term): term ∈ Hne ⋀ NamedEntity (term)=location} 

3. locationT ←{(term): term ∈ Tne ⋀ NamedEntity (term)=location} 

4. foreach (locH:locationH) 

5.      if (locH∈locationT) then score ← score+1 else penalty← penalty+locationPenalty       

 

6. currencyH←{(term): term ∈ Hne ⋀ NamedEntity (term)=currency } 

7. currencyT←{(term): term ∈ Tne ⋀ NamedEntity (term)=currency } 

8. foreach (currH:currencyH) 

9.      if (currH∈currencyT) then score ← score+1 else penalty← penalty+currencyPenalty       

 

10. numberH←{(term): term ∈ Hne ⋀ NamedEntity (term)=number } 

11. numberT←{(term): term ∈ Tne ⋀ NamedEntity (term)=number } 

12. foreach (numH:numberH) 

13.      if (numH∈numberT) then score ← score +1 else penalty← penalty +numberPenalty       

 

14. dateH←{(term): term ∈ Hne ⋀ NamedEntity (term)=date} 

15. dateT←{(term): term ∈ Tne ⋀ NamedEntity (term)=date} 

16. foreach (dH:dateH) 

17.      if (dH∈dateT) then score ← score +1 else penalty← penalty +datePenalty       
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Figure 5. wordAlign algorithm 

 

The main issue in word semantic similarity used 

in textual entailment is how to distinguish between 

similarity and relatedness.  Similarity contains 

closer taxonomic relation, such as synonym 

whereas the second is broader and topical relation.  

For example, cups and coffee often get a high 

similarity score in some external lexical database 

model because it is often appeared in same context. 

We know cups and coffee is not similar, and cups is 

more similar with word mug which have same 

function and shape [5]. 

The best model should be able to distinguish 

between similar and related words. As an example 

shown by Figure 6, Although “dagbladet” and 

“osloposten” is related because both are names of 

Norwegian newspapers, it is not semantically 

similar. Glove_42B returns low semantic similarity 

score for the pair, which is good, but another 

models return high score for this pair.  

 

Figure 6. Example 1: Glove_42B is better than others 

 

Another example is shown by Figure 7. 

Glove_42B is accurate by found no word pair for 

“resided”. On the other hand, Word2Vec model 

found word pair “resided” and “evacuated”, and 

Glove_ws353 and Glove_sl999 found word pair 

“resided” and “homes”.  It is shown that 

Glove_42B can distinguish between related and 

similar words. 

T:   Big article in the Norwegian Newspaper called 
Osloposten about the Scientology company U-
MAN. Interviews with Magne Berge and the author 
of Operation Clambake. 

 
H: Dagbladet is a Norwegian newspaper. 
 
Entailment: FALSE 
 

Algorithm 3: wordAlign(tokenH,tokenT) 

Description: Align and penalize based on term from token H and token T   

Input:  

1. tokenH: list of token from H 

2. tokenT: list of token from T 

Output: 

1. score: alignment score for name entity in H and T 

2. penalty: alignment penalty for name entity in H and T 

 

Algorithm 

1. Hv← {(term): term ∈ tokenH ⋀ POS (term)=verb} 

2. Tv← {(term): term ∈ tokenT ⋀ POS (term)=verb} 

3. Foreach(v: Hv) 

4.   if (v∈ Tv∨ (isSemanticRelated (v,Tv)) then score ← score + SemanticRelatedValue(v,Tv) 

  else penalty← penalty+verbPenalty       

 

5. Hn← {(term): term ∈ tokenH ⋀ POS (term)=noun} 

6. Tn← {(term): term ∈ tokenT ⋀ POS (term)=noun} 

7. Foreach(n: Hn) 

8.   if (n∈ Tn∨ (isSemanticRelated (n,Tn)) then score ← score + SemanticRelatedValue(n,Tn)  

  else penalty← penalty+nounPenalty       

 

9. Ho ← {(term): term ∈ tokenH ⋀ POS(term) ≠ verb ⋀ POS(term) ≠ noun } 

10. To ← {(term): term ∈ tokenT ⋀ POS(term) ≠ verb ⋀ POS(term) ≠ noun } 

11. Foreach(o: Ho) 

12.   if (o∈ To∨ (isSemanticRelated(o,To))  then score ← score + SemanticRelatedValue(o,To) 

       else penalty← penalty+verbPenalty     
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Figure 7. Example 2: Glove_42B is better than others 

There are still problems in using DSM. As shown 

by Figure 8, all models return highest score for 

“defeating” and “defeated”. However, if these two 

words are exchanged, subject and object can be 

misidentified.  

 

 

Figure 8. Example 3: false positive case 

Another problem is coverage. In Figure 9, all 

DSMs fail to identify semantic relatedness between  

“smoking pot” and “drugs”.  

  

T: It didn't happen because the cream of England's thugs 
was smoking pot which is easily and legally available in 
the Netherlands. 

 
H: Drugs in Holland are easily bought. 
 
Entailment: TRUE 

Figure 9. Example 4: false negative (low coverage of 

noun) 

 

All models also fail to match “agreed to prepare 

“and “will be” in example shown by Figure 10. 

Both examples show low coverage problem of 

DSM. 

 

T: Czech and Slovak leaders announced early today that 
they had agreed to prepare the splitting up of 
Czechoslovakia into two separate states. 

 
H: Czech and Slovak will be split into two separate states. 
 
Entailment: FALSE 

Figure 10. Example 5: false negative (low coverage of 

verb) 

6.  CONCLUSION 

In this paper, seven distributional semantic 

models have been investigated for recognizing 

textual entailment task. To our knowledge, this 

is the first study of various distributional semantic 

model on RTE.  

Glove_42B model that employs GloVe method 

achieved the best accuracy of 67.75%. This model 

is trained using Common Crawl corpus with 42 

billion tokens and 1.9 million vocabularies. 

For future research, we will explore and build 

custom DSM that is able to distinguish similar and 

relatedness words more accurately.  Since our 

findings are specific on RTE3 dataset, we will 

apply the proposed method for another dataset. 
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