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ABSTRACT 

 
Cloud computing can be defined as a new computing model which suggests solutions for providing 
information technology services analogous to utility services such as power electricity, telephone. Thanks 
to the virtualization technology, most of Cloud datacenters use this technology for performance 
improvement. This technology transforms a physical server to several virtual machines. With regard to this 
property, virtual machines can be transferred from one place to another place that is called migration. Pre-
Copy is one of the main methods in migration techniques. An important problem in this method is that 
when the memory pages are changed (dirty pages) faster than sending pages to a destination, the process of 
migration will take a long time that is the case in transferring virtual machines. In this paper, a solution is 
proposed that sets up the speed of virtual machines in terms of CPU frequency and makes a balance 
between senders and receivers in pre-copy algorithm. The results show that the proposed method has better 
performance compared to the pre-copy method and decreases the total migration time around 25% and the 
total amount of transferred data around 47%. 
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1. INTRODUCTION  

Cloud computing suggests solutions for 
providing information technology services 
analogous to utility services such as water, power 
electricity, gas, and telephone. One of the most 
important constitutive elements of this 
computational model is virtualization technology 
[1][3]. 

Virtualization makes datacenters flexible 
and powerful and also it enables them to utilize 
their physical resources in an efficient way. 
Furthermore, hypervisor is an integral part of 
virtualization technology. It emulates physical 
resources for virtual machines and plays as an 
intermediate layer between resources and virtual 
machines, which are running on the physical server. 
By doing so, virtual machines can use emulated and 
isolated resources. As each of these virtual 

machines may provide a database server, mail 
server, or even a web server, most of the giant 
cloud pioneers and providers are using 
virtualization technology to improve their 
efficiency and capacity. 

In other words, virtualization technology 
converts a physical machine into a logical file, so, it 
could be easy for that machine called virtual 
machine, to move from one place to another one, 
and this is known as virtual machine migration 
technique. 

Nowadays, datacenters have to handle a 
large amount of requests and workloads, and 
migration technique helps them to cope with this 
issue. Therefore, virtual machine migration is an 
undeniable and remarkable technique for delivering 
quality of service (QoS). In fact, migration 
techniques are used to achieve a wide variety of 
goals such as load balancing, fault tolerance, power 
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management, response time reduction, server 
enhancement, etc. 

Pre-copy is known as the most common 
migrating method, which has been used as a live 
technique by most of the hypervisors. Although this 
method has too many advantages and benefits, 
substantial amount of workloads that change 
memory pages in a very high rate may downgrade 
the performance of this method. In this case, pre-
copy sends memory pages to the destination in each 
round but without any strictness. It means that 
because of the high rate of changes, memory pages 
are modified in each round and the hypervisor 
resend them again, an endless job. To state it more 
clearly, when the change rate of a bunch of memory 
pages is higher than the network bandwidth, 
iterative copy phase will completely downgrade the 
whole system. However, this phase continues for 30 
rounds. Then, the hypervisor turns virtual machine 
off and migrates it by non-live method. As a result, 
all the TCP connections will be disconnected and 
all running services will stop, so, that virtual 
machine will be inaccessible for a short period of 
time (downtime period). It comes to a major issue, 
when that virtual machine has many users or 
customers and this disruption bring financial losses 
for that cloud service provider. It means that not 
only the provider may lose the trust of customers, 
but also has to reimburse to them. 

This paper suggests that there exist a direct 
link between decreasing the virtual machine’s CPU 
frequency and amount of sending pages in network. 
Therefore, the hypothesis of this research is that to 
reduce the CPU frequency until the network 
bandwidth become greater than the change rate of 
pages. By using our method, memory pages are 
transferred to the destination hypervisor in a short 
time. As a result, the amount of data sending and 
total migration time are decreased significantly. 

The test results show that the proposed 
method decreases the total migration time to around 
25% and transferred data to around 47% in 
comparison to the basic pre-copy approach. 

Here is an outline of the covered topics:  
Section 2 gives and overview of the related works, 
Section 3 introduces migration techniques, and pre-
copy method. Section 4, proposes the alternative 
and new method.  Section 5, describes the 
experiments and justifies the results of evaluation. 

2. RELATED WORK 

Figure1 shows taxonomy of migration 
methods. The basics were proposed in [13], where 
the authors presented pre-copy for the first time. 
Live migration method based on adaptive memory 

compression is presented in [11]. In this method, 
detection of size of modified pages happens 
automatically and then a maximum and minimum 
threshold of pages similarity ratio is set by the 
method. In this case, compression time will be 
decreased, and consequently the amount of 
modified pages will be reduced significantly. 

In [14], a live migration method based on 
improving pre-copy presented. This method adds an 
extra bitmap for marking modified pages. 

The results show that this method 
decreases the total amount of send data to 34% and 
total migration time to 35%, and also repetition 
phase (stop and copy) is completed 5 times faster 
than normal pre-copy. 

Figure 1: Taxonomy of Migration Methods 
 

Cloud Spider is another method, which 
presented in [15] for migrating virtual machines in 
WAN networks. In [12], another new live migration 
method is proposed which combines the LRU 
scheduling algorithm with the Splay tree algorithm. 
The result of experiments show that the method can 
reduce the amount of send data and total migration 
time up to 23.67% and 11.45%, respectively. In 
[18], a new method called DPDT is presented. In 
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this method, modified pages are transmitted by a 
delay, each of delays are stored in an additional 
bitmap called Delay. In Delay bitmap, those pages 
that are modified in both previous and current 
round will send later. 

Another live migration method based on 
priority was presented in [16]. In this method, 
applications, which are sensitive and intolerant to 
delay, and fraction have more priority than the 
others. During stop and copy phase, like pre-copy 
method, the method only sends the high priority 
modified pages, those are belongs to high priority 
applications. The results show that this method 
decreases the disruption of services to 57% 
compared to the pre-copy. 

3. MIGRATION TECHNIQUES 

Migration techniques are divided into two 
general categories. Each migration method is a 
subcategory of one of these two types: 1) non-live 
migration, 2) live migration.  

In non-live migration a virtual machine 
completely stops at source host, and then its CPU 
state, memory pages, and disk data will be 
transferred to the destination host. Then, destination 
host starts the VM from the last saved state of it 
before the transfer.  

The most deleterious outcome of this 
method is the long downtime of the virtual 
machine. Nevertheless, it has some advantages such 
as lack of incompatibility due to data transfer, easy 
implementation and sending memory pages all at 
once. 

In contrast, in the live migration method, 
while a virtual machine is powering on and 
responding to users’ requests, it starts to move from 
source to destination host. The usefulness of this 
technique is in providing services even when the 
migration process has been started and memory 
pages and CPU states of VM have been transferring 
at the same time. 

3.1. Pre-Copy Method 

In order to transfer virtual machines, the 
pre-copy method has been used by a majority of 
hypervisors. Generally, it consists of three phases. 
However, some extra phases and extensions are 
added into it. In the first phase, source host sends a 
virtual machine’s information such as memory 
pages and CPU states to the destination host, 
iteratively. Furthermore, during this operation, the 
source host records all changed memory pages in 
each round of copying. 

After passing several rounds, the second 
phase is started, immediately. In this step, virtual 

machine is suspended at the source host and then it 
is started to move from the source to the 
destination. However, the other pages are changed 
consistently during the first phase. Obviously, it is 
impossible to transfer them completely due to the 
continuous changes. CPU states, which are an 
integral part of launching or restoring virtual 
machine on the destination host, are also moved. 
Finally, in the third phase, virtual machine starts at 
the destination host from its last state before 
suspension.  

It is important to mention that less rate of 
changes in the first phase leads to less downtime, 
which occurs in the second phase. 

4. PROPOSED METHOD 

The main problem of the pre-copy method 
is the lack of appropriate reaction to cope with a 
large amount of workloads that modify memory 
pages in a very high rate. In other words, pre-copy 
is unable to manage a mass of changes that may 
happen during virtual machine migration process. 
In such cases, what pre-copy can do is to send 
memory pages to the destination in each round of 
migration process. That is to say, pages will be 
modified in next round and the method will have to 
resend them again and again iteratively. 

It is obvious that when changing rate of 
memory pages is higher than network bandwidth, 
the above-mentioned iterations will be absolutely 
unusable. The iterative copy phase continues up to 
30 rounds [12]. After that, the hypervisor turns off 
virtual machine and transfers it in a non-live way. 
By doing so, all the TCP connections will be 
disconnected and all running services will stop and 
as a consequence, costumers cannot access to the 
virtual machine’s services (e.g. Email, Website, 
FTP) for a period of time, that is not a good news 
for them. 

4.1. Reducing vCPU Frequency 

The main idea of our proposed method is 
that to adopt CPU speed (or CPU Frequency) 
during migration time. In other words, we reduce 
the speed of CPU gradually, and as a result the 
changing rate of memory pages will be reduced 
ultimately. In order to implement this idea, we 
write an algorithm that decreases the frequency of 
virtual machine’s CPU (vCPU) at the time of 
moving, just for a short period of time.  

This declining in the CPU speed will 
reduce the performance of selected virtual machine, 
therefore, a reduction on writing operations and 
modifying pages will happen consequently. The 
usefulness of this solution emerges in such cases 
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that we have write-intensive workloads on the most 
of VMs. It should be emphasized that this policy, 
vCPU frequency reduction, will apply until the 
migration process finishes. 

In the proposed algorithm, the vCPU 
frequency is decreased until the rate of sending 
pages through the network (network bandwidth) 
becomes higher than memory page change rate. 
After a number of steps, migration process will 
come to the second phase, stop and copy, and 
virtual machine becomes suspended.  In this stage, 
if the pre-copy method uses, the migration process 
takes long time and too many rounds, close to 30. 
Furthermore, in the worst case, live migration will 
turn into the non-live, because of the high changing 
rate. 

Pseudo code of the proposed algorithm is 
presented as follows: 

 
1: MM=VM’s Memory(Output) 
2: R=1 
3: T=Threshold(Input) 
4: C=Round Cap(default 30) 
5: B=Network Bandwidth(Input) 
6: CP=VM’s vCPU frequency(Input) 
7: MPS=MM’s size 
8: While MPS>T or R<C 
9:  Transfer MM to destination host 
10:  Mark dirtied pages to bitmap 
11:  MM=bitmap index 
12:  MPS=MM’s size 
13:  While I/O rate >= B 
14:   TempCP=Reduce CP 
15:   vCPU=TempCP 
16:  End while 
17:  R=R+1 
18: End while 
19: Pause VM running on source host 
20: Transfer CPU state 
21: Transfer remain MMs to destination host 
22: vCPU=CP 
23: Resume VM on destination host 
 

According to the 12th line, page memory 
changing rate and network bandwidth are compared 
at first step. If changing rate is higher, the migration 
process will not finish. So, the algorithm goes to 
13th line and records the status of vCPU. Then in 
line 14, it reduces the vCPU frequency to half. In 
the next line, it checks whether the reduction in the 
frequency reduces memory page changing rate or 
not. If nothing happens, it will reduce the frequency 
to half again. This loop continues until the memory 
pages changing rate becomes lower than network 
bandwidth. Finally, after transferring virtual 

machine to the destination, the main frequency will 
be adjusted again and all the states will roll back on 
the machine. In Figure 2, flowchart of the proposed 
method is shown. 

Figure 2: Flowchart of Proposed Method 

5. CASE STUDY 

In order to start the migration process, the 
administrator should run migrate command from 
virsh, the main interface for managing guest 
domains. This command is shown in the following: 

 

virsh migrate --live  domain_id destination_node 
 

Through running the command, at first, the 
source hypervisor receives migration command 
(Figure 3) and finds the VM’s information. Then, it 
tries to make a connection to the destination host 
and its hypervisor. After establishing the 
connection, the destination host sends the ready 
command, and then the migration process starts. 

The source hypervisor starts to send 
memory pages iteratively (Figure 4). After some 
rounds, depending on the memory pages changing 
rate and network bandwidth, migration stub realizes 
that sending pages is not useful, because changing 
rate is much higher. 
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Accordingly, remote hypervisor asks the 
source hypervisor to decrease the VM’s vCPU 
frequency until the network bandwidth is lower 
than the changing rate (Figure 5). 

 

 

Figure 3: Admin and Hypervisor Interaction 
 

 

Figure 4: The First Step of Migration Process 
 
 After reducing the frequency, source 
hypervisor continues to send memory pages and at 
the same time migration stub monitors the 
migration progress. Again, if the frequency 
reduction is insufficient, migration stub will ask the 
source hypervisor to reduce the frequency again. 
Then, the migration process enters to the second 

phase, and VM becomes suspended (Figure 6). 
Finally, after taking few seconds, VM resumes and 
runs on the destination host. 

 
Figure 5: vCPU Frequency Reduction During Migration 

 
Figure 6: The Final Phase of Migrating VM 
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6. IMPLEMENTATION AND EVALUATION 

In order to implement a test environment, 
two machines with AMD Quadro Core 800 MHz 
processors, disk capacity of 500 GB, and 8GB 
memory as compute nodes were used. In addition, 
one another physical machine with Intel Core2Duo 
2.66GHz CPU, 320 GB disk capacity and 4 GB of 
memory was used as a shared node.  

These three machines were connected 
through a LAN network with 100 Mbps bandwidth. 
The migration operation was performed on a virtual 
machine with one vCPU, 2GB disk space, and 128 
MB memory. 

The operating system of two compute 
nodes was Linux Centos 5.6 and also for 
virtualization we used Xen 3.4 as hypervisor. 
Moreover, in order to create a virtual SAN storage, 
the OpenFiler tool were used on the shared node. 
Finally, the Stress[22] benchmark version 1.0.2 was 
used to make changes on memory pages. In 
addition, a small program was written by C 
language to simulate a real situation. The 
evaluation environment is shown in Figure7. 

 

Figure 7: Test Environment 
 

6.1. Test One: Evaluating Response Time per 

Requests 

This test is a simulation of a real-world 
condition that a virtual machine processes a huge 
amount of write-intensive workloads. The result of 
this test is shown in figure 8. The proposed method 
is analyzed in different conditions to get the 
optimum reduction in frequency. 

At first, the algorithm applied 25% 
decrease in frequency. This amount of reduction in 
the functionality of VM led to a decrease in the 

change rate of memory pages. Therefore, the total 
migration time decreased because the amount of 
candidate data for sending was reduced 
significantly. 

Figure 8: Response Time 
 

In the second try, we reduced the VM’s 
performance to 50%. As could be seen in Figure 8, 
the total migration time consequently was reduced. 
However, because of virtual machine suspension 
the response time rocked up to around 900ms from 
140 to 160 seconds of migration process. 
Furthermore, Table1 shows the response time 
during migration process in more details. 

Take a real-world scenario as an example. 
If a virtual machine migrates from one host to 
another one 20 seconds earlier, it will be acceptable 
only if it continues to respond to the requests with 
200ms response time, because no only it occupies 
network bandwidth less but also users will not be 
aware of the delay caused by VM replacement. 
Nevertheless, as far as pre-copy method is 
concerned, virtual machine migration process takes 
a long time because total amount of transferred data 
through the iterative copy phase are huge. 

We also tested our method to 75% 
reduction, it means virtual machine worked with 
only 25% of its performance capacity. As expected, 
the total migration time and amount of sent data 
declined noticeably, however, the response time 
experienced a disappointing incline. So, this 
inclining is too high and we can’t consider this 
amount of reduction as a good choice. In other 
words, if a virtual machine starts to migrate with 
such a high response time, this movement will 
absolutely be notable by the users. 
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Table 1 Response Time During Migration Process 

(* Migration Start Time, # Downtime, ^ Migration End 

Time) 

75% 
Decrease 

50% 
Decrease 

25% 
Decrease 

Pre-Copy 

      Method 
               
(MS) 
Time(S) 

80 125 151 59 20 

148 109 277 120 40 

130 * 194 * 370 150 60 

191 316 447 213 80 

192 318 440 * 244 100 

* 266 340 483 260 120 

270 388 # 1015 272 140 

315 # 841 * 0.64 275 160 

# 853 ^ 0.54 0.44 266 180 

^ 0.63 0.62 * 0.74 # 769 190 

0.59 0.77 0.70 ^ 1.03 200 

 

6.2. Test Two: Evaluating Network Throughput 

In this test, the virtual machine migrates 
while the network throughput is being monitored. 
In order to implement this test, we used Netperf 2.5 
benchmark. The result of this test is shown in figure  

As we decrease the frequency of vCPU, 
both total migration time and suspension phase of 
virtual machine became shorter and shorter; 
furthermore, the amount of bandwidth consumption 
is less than what is happening in pre-copy. 

As mentioned in the first test, this 
reduction in frequency makes the VM less 
functional. The situation of 50% is better than the 
situation of 25% from the perspective of response 
time. We insist on this factor because it is 
completely in a relation with users’ happiness. So, 
it is one of the criteria that involved with quality of 
service (QoS). 
 

Figure 9: Network Throughput 

 

6.3. Test Three: Evaluating Amount of Data 

Send 

The aim of this test is comparing the 
proposed method with Pre-Copy from the 
perspective of transferred data. This test shows that 
by decreasing the frequency of vCPU, the amount 
of data, which is sent, reduces. Hence, the 
migration process will be done in a shorter time and 
also less network bandwidth will be occupied. The 
result of this test is shown in figure 10. We used 
Stress-1.0.2 benchmark to make some minor 
changes in memory pages. In other words, in this 
test some parts of memory pages have been 
changed while the amount of transferred data is 
being monitored. 

 

Figure 10: Amount of Transferred Data 

 
As we mentioned before, one of the 

disadvantages of pre-copy method is to send 
memory pages several times. We concluded that in 
our method, by decreasing the frequency of vCPU, 
migration process especially the first phase, 
iterative copy becomes shorter. In fact, the main 
reason is that amount of transferred data will 
experience a reduction. Table2 shows the amount 
of transferred data during migration process in 
more details. 
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Table 1 Amount of Transferred Data 

(M1 Method (MB), M2 Modification(MB)) 

 

6.4. Test Four: Number of Rounds 

The aim of this test is to show the number 
of rounds that is needed for migrating virtual 
machine memory pages by using proposed method 
in comparison with standard pre-copy method. The 
third test showed that by increasing the frequency, 
the amount of transferred data would also be 
increased. In the fourth test, we intend to show that 
increasing the vCPU frequency is also affect the 
number of rounds for sending memory pages. It 
should be emphasized that as the number of rounds 
increases, the total migration time also faces an 
increment. The results of this test are shown in 
Figure 11. 
 

Figure 11: Number of Rounds for Sending Memory 

Pages 

 

Furthermore, Table 3 shows more 
information about the number of needed rounds for 
sending virtual machine memory pages. 
 

Table 3 Number of Rounds for Sending Memory Pages 

(M1 Method (Rounds), M2 Modification(MB)) 

75% 
Decrease 

50% 
Decrease 

25% 
Decrease 

Pre-
Copy 

M1 � 

M2 

1 1 1 1 Idle 

2 2 2 2 10 

3 3 3 3 20 

7 6 6 7 40 

10 8 7 10 80 

14 9 7 14 100 

16 9 8 17 120 

21 12 10 23 140 

24 12 11 Failed 160 

29 13 11 Failed 180 

Failed 15 13 Failed 200 

7. CONCLUSION 

In this paper, we described how 
organizations and costumers benefit from the 
advantages of Cloud Computing. Being pioneer and 
famous is very important for  Cloud service 
providers, so they try their best to use vary efficient 
techniques for management, security and 
computation. One of these techniques for increasing 
flexibility and comparability of cloud datacenters is 
virtual machine migration. In this paper, we 
proposed a method that is more functional than the 
normal pre-copy method. 

We built our method on the theory that 
decreasing the frequency of virtual machine’s CPU 
has a direct relation with the memory page 
changing rate and as a consequence sending data 
over the network. 

Therefore, we reduced the vCPU 
frequency of the virtual machine until the changing 
rate was higher than sending data through the 
network. In this way, memory pages were 
transferred to the destination host quickly. As a 
result, the amount of sent data and total migration 
time significantly decreased. The results show that 
proposed method decreased the total migration 
time to around 25% and also declines the amount 
of sent data to 47% in compare to Pre-Copy 
method. 
 
 
 
 
 
 

75% 
Decrease 

50% 
Decrease 

25% 
Decrease 

Pre-Copy 

 
M1 
� 

 
M2 

257 257 257 257 Idle 

273 273 273 274 10 

281.16 281.05 280.72 281 20 

308.03 295.12 294 310.8 40 

370 355.5 349 379.47 80 

1447.59 956.31 855 1460 100 

1962.4 1335.22 1244 2301.84 120 

3199.55 1770.14 1470.33 3610 140 

4090.72 2176.01 2116.9 Stop 
Operation 

160 

4802.13 2540.34 2250 Stop 
Operation 

180 

Stop 
Operation 

3248 2861.07 Stop 
Operation 

200 
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