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ABSTRACT 

This paper addresses the performance evaluation of the texture segmentation integrating DCT with LBP. In 

this method, the whole image is converted in to local binary pattern domain. The LBP image is then 

divided into different non overlapping blocks. From each block, the DCT coefficients are selected in a zig-

zag pattern for each block. Assuming the feature vectors follow a multivariate generalized Gaussian 

mixture model, the model parameters are estimated using EM algorithm. The initialisation of the model 

parameters is carried using moment method of estimation and using Hierarchical clustering algorithm. The 

texture segmentation algorithm is developed under Bayesian frame with component maximum likelihood. 

The performance of the proposed algorithm is evaluated using performance measures such as GCE, PRI 

and VOI with randomly selected images from Brodatz database. It is observed that this algorithm 

outperforms existing texture segmentation algorithms with respect to performance measures. 

 

Keywords: Texture Segmentation, Multivariate Generalized Gaussian Mixture Model, Performance 

Measures, Local Binary Patterns, DCT Coefficients. 

 

 

1. INTRODUCTION 
 

Texture segmentation is one of the most 

important consideration for image analysis, Hence 

several methods developed on various methods for 

texture segmentation[1-2]. Haim Permuter et.al, 

(2006)[3] has presented a review on texture 

classification using different approaches such as 

support vector mechanisms, histogram with maps, 

vector quantization, nearest neighbour 

classification, Fissure transformation, Markov 

random fields and probability models. Geman and 

Graffigne (1987)[4] has provided a review on 

Marko random fields for texture analysis. Permuter 

et.al.(2003)[5] has utilised the Gaussian mixture 

model for texture classification and shown that this 

method improved the performance over other 

methods, But still, the texture segmentation method 

based on Gaussian mixture model are lagging 

behind the standard criteria of segmentation 

performance measures such as correct rate. 

According to Permuter et.al,(2005)[3], the 

classification performance of texture segmentation 

algorithm based on Gaussian mixture model is only 

85.2%. The efficiency of the texture segmentation 

performance is improved further by considering 

two important aspects namely the feature vector 

extraction as well as describing the suitable model 

to the feature vector. Recently, Naveen Kumar 

et.al, (2015)[6-7] have considered texture 

segmentation using DCT coefficients and 

generalized Gaussian mixture model. These 

methods improved the performance over that of 

Gaussian mixture model. But still there is a gap , 

one has to look the drawbacks of the feature vector 

extraction using DCT coefficients only[8] . The 

major drawback of considering DCT coefficients 

for extracting feature vector is taking reduced (few) 

DCT coefficients in each block. These DCT 

coefficients will provide the global (macro) 

information of the image. But they may miss the 

very crucial local information such as connectivity 
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between adjacent pixels in the image. Therefore to 

have an accurate texture segmentation one has to 

consider the integration of DCT coefficients with 

local binary patterns. The LBP is capable of 

capturing local information more accurately (D. 

Haritha et.al(2012))[9]. Hence in this paper we 

develop a texture segmentation method based on 

multivariate generalized Gaussian mixture model 

using integration of DCT with LBP. 

 

The rest of the paper is presented as follows. 

Section deals with the feature vector extraction 

using DCT coefficients and local binary patterns. 

Section 3 is concerned with image texture model 

using multivariate generalized Gaussian mixture 

model. Section 4 deals with estimation of model 

parameters using EM algorithm. Section 5 is 

concerned initialisation of model parameters. 

Section 6 deals with experimentation with 

proposed algorithm. Section 7 presents the 

performance evaluation metrics and comparative 

study with earlier models. Section 8 deals with 

conclusions. 

 

2. FEATURE VECTOR EXTRACTION    

     USING DCT COEFFICIENTS AND  

     LOCAL BINARY PATTERS 

 

The discrete cosine transform is capable of 

denoising the image and LBP captures the micro 

level information of the texture features. The 

integration of DCT coefficients and local binary 

patterns will provide efficient extraction of feature 

vector that can be incorporated in Texture 

segmentation process. The local binary pattern 

operator converts each pixel intensity with a 

decimal number by capturing local structure around 

each pixel. By subtracting the center pixel value for 

each pixel is compared with its neighbourhood 

eight pixel values. The negative values are coded 

with zero and all others values with 1 resulting a 

binary number in clockwise rotation. The process 

usually starts from top left neighbour and the 

associated decimal values that are generated by 

concatenating binary values are called local binary 

patterns(LBP) (Huang et al.,(2011)[10] and Chi et 

al.,(2007)[11]). The basic drawback of LBP 

operator is that its small 3X3 neighbourhood 

cannot capture dominant features with large scale 

structures. To deal with texture at different scales, 

the operator was generalized to use 

neighbourhoods of different sizes (Ojala et al., 

(2004)[12]). Given a pixel at (xc,yc), the resulting 

LBP is expressed in decimal form as 

LBPP,R(xc,yc) =

1

0

( )2
p

p

p c

p

q i i
−

=

−∑
                        (1)

 

where, ic corresponds to the gray value of the 

center pixel (xc,yc), ip refers to gray values of P 

equally spaced pixels on a circle of radius R, and s 

defines a thresholding function as  

1, 0
q(x)=

0,

if x

otherwise

≥

  

The basic LBP operator is invariant to 

monotonic gray-scale transformations, which 

preserve pixel intensity order on the local 

neighbourhoods. The operator LBP(P,R) produces 2
P
 

different output values , corresponding to 2
P
 

different binary patterns formed by P pixels in the 

neighbourhood. The DCT features extracted from 

LBP-images have lower ratio than the ones 

extracted from pixel intensity values. Therefore, 

the feature vector extraction is implemented in two 

methods namely, DCT+LBP and DCT+LBP under 

logarithmic domain. In the first method, the image 

is transformed in to LBP domain. The obtained 

LBP image is then divided into non overlapping 

blocks of MxN size. 

 

 

Figure 1: Original Texture Images  And Images 

Under LBP Domain 

 

For each block, the 2D DCT’s coefficients are 

extracted after ordering them in zig-zag fashion. 

The obtained coefficients form the feature vector 

set. In the other method, to compensate the 

illumination variations, log DCT’s are considered 

as small variation of the local features representing 

texture patterns known as micro level information 

has significant influence. To have efficient feature 

extraction, the approach namely, utilizing the 

macro and micro level information’s under ideal 

conditions are to be integrated, resulting in a 

generic approach. The steps for feature vector 

extraction is converting the image in to LBP 

domain. The converted image is divided into 

blocks and DCT coefficients are obtained after 

ordering them in zig-zag fashion representing the 

feature vector set for texture segmentation. 
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3. .MULTIVARIATE GENERALIZED 

GAUSSIAN    MIXTURE MODEL 
In texture analysis, the entire image texture is 

considered as a union of several repetitive patterns. 

In this section, we briefly discuss the probability 

distribution (model) used for characterizing the 

feature vector of the texture. The feature vector 

characterizing the image is to follow M-component 

mixture distribution. Therefore we develop and 

analyze the textures in an image by considering 

that the feature vectors representing textures follow 

M-component multivariate generalized Gaussian 

mixture distribution (MGGMM) model[4]. The 

joint probability density function of the feature 

vector associated with each individual texture is 

 

 

  

  

  

  (2) 

where,
r rijx (x ) ,=

r j=1,2,…..D, is D dimensional 

random vector represents the feature vector.i = 

1,2,….M representing the groups,r = 1,2,….T 

representing the samples. θ is a parametric set such 

that  ( , , )θ = µ σ β , wi is the component weight 

such that  
M

i
i 1

w 1

=

=∑ and ( )i rr,g x θ
r

 is the 

probability of i
th

 class representing by the feature 

vectors of the image and the D-dimensional 

generalized Gaussian distribution  is of the form 

[13]. 

ijD
ij ij ij ij

r ij
ij ijj 1
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where, ij ij ij, ,µ σ β  are location, scale and  shape 

parameters. 
1/ 2

(3 / )
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K( )
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β
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with ( )Γ ⋅  denoting gamma function. 

Each parameter 0β ≥  controls the shape of GGD. 

This implies, 

D
ij ij

r

j 1

x1
g(x / ) exp
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β
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The mean value of the generalized Gaussian 

distribution is  

ij ijx

A( , )

ij
1

E(x ) xe dx
1

2 (1 )A( , )

β −µ − ∞ β σ  

−∞

=
Γ + β σ

β

∫
   

ij= µ

(6)

 

 

The GGD is symmetric with respect to µ , 

hence the odd center moments are zero i.e.,

t

ij ijE x 0−µ = ,t = 1,3,5,…. The even center 

moments can be obtained from absolute 

center moments and given by 
r / 2

2
ij

t

ij ij

1 t 1

E x
3 1

    +
σ Γ Γ    β β    − µ =

    
Γ Γ    β β                       

(7) 

The variance is 

var (x) = 
2 2 2E(x x) E(x )− = −µ =σ

 

     
  (8)

 
 

  The model can have one covariance matrix for 

a generalized Gaussian density of the class. The 

covariance matrix Σ can be full or diagonal. In this 

paper, the diagonal covariance matrix ix 

considered. As a result of diagonal covariance 

matrix for the feature vector, the features are 

independent and the probability density function of 

the feature vector is  

ij

ij ij

D ij ij

i rr

j 1
ij ij

ij

x
exp

A( , )

g (x / )
1

2 1 A( , )

β

=

 −µ −
 β σ 
 θ =

 
Γ + β σ  β 

∏
r

        (9) 

4. ESTIMATION OF MODEL   

    PARAMETERS USING EM  

    ALGORITHM 

 

In this section, we consider estimation of 

model parameters using EM algorithm that 

maximizes the likelihood function of the model 

[14]. The sample observations (DCT Coefficients) 

1 2 r(x ,x ,.......x )
r r r

are drawn from image texture 

which is characterized by the joint probability 

density function  

( )
M

r i i r
i 1

p(x / ) w g x ,

=

θ = θ∑
r r

 

                                                          (10)

 

( )
M

r i i rr,
i 1

p(x / ) w g x

=

θ = θ∑r r
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where, ( )i r,g x θ
r

is given in the above equation 

(9). 

  

To find the refined estimates of parameters 

i ij ijw , andµ σ for i=1,2,3,…M; j=1,2,…..,D. we 

maximize the expected value likelihood or log 

likelihood function. The shape parameter ijβ is 

estimated using the procedure given by 

ShaoquanYU(2012) [15]. 

To estimate i ij ijw , andµ σ  , we use the EM 

algorithm which consists of two steps namely, 

Expectation (E ) Step  where we estimate initial 

parameters i ij ijw , andµ σ  from a given texture 

image data and Maximization (M) Step is to 

maximize
(l)Q( , )θ θ .  Using the steps in the EM 

algorithm, we get the updated equations for the 

parameters as shown below. 

(l) (l)T
r(l 1) ii

i M (l) (l)
rr 1 iii 1

w .g (x , )1
w

T w .g (x , )

+

= =

 θ =
 θ 

∑
∑

r

r

 

      

(11) 

where ( )(l) (l)(l)
ij ij,θ = µ σ  are the estimates at i

th 

iteration. 
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where, ijA(N, )β is some function =1 for 
ij 2β =  

and must be equal to 

ij

1

1β −
for ij 1β ≠ , in the case 

of  N=2, we have also observed that ijA(N, )β

must  be increasing function of ijβ . 
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5. INITIALIZATION OF MODEL  

    PARAMETERS 

 

The efficiency of the EM algorithm in 

estimating the parameters is heavily dependent on 

the number of groups and the initial estimates of 

the model parameters i ij ijw , andµ σ  for 

i=1,2,3,… ; j=1,2,……,D. Usually in EM algorithm 

, the mixing parameter iw  and the distribution 

parameters ij ijandµ σ  are given with some initial 

values. A commonly used method in initialization 

is by drawing a random sample from the entire 

data. To utilize the EM algorithm, we have to 

initialize the parameters which are usually 

considered as known apriori. The initial value of 

iw can be taken as iw =1/M, where M is the 

number of texture image regions obtained from 

Hierarchical clustering algorithm. Then we obtain 

the initial estimates of the parameters through 

sample moments as 

 

wi= 1/M 

ijσ = Standard Deviation of M
th

 Class 

ij
µ =

T

rij
r 1

1
x

T =
∑  

substituting these values as the initial estimates, the 

refined estimates of the parameters can be obtained 

using EM Algorithm by simultaneously solving the 

equations (11), (12) and (13) using MATLAB 

environment. 

 

6. EXPERIMENTATION WITH  

    PROPOSED SEGMENTATION  

    ALGORITHM 

 

The segmentation algorithm involves the 

following steps. 

Step 1: The feature vectors are obtained by using 

the technique discussed in section 2. 

Step 2: The samples are divided into M groups by 

Hierarchical clustering Algorithm[16]. 

Step 3: The mean vector, variance vector, 

ij ijandµ σ  for each class of the multivariate  

data is computed. 

Step 4: Take wi = 1/M, for i=1,2,3,…..M. 

Step 5: The refined estimates of wi, ij ijandµ σ  for 

each class are obtained  using the updated  

equations of the EM algorithm. 



Journal of Theoretical and Applied Information Technology 
 31

st
 October 2016. Vol.92. No.2 

 © 2005 - 2016 JATIT & LLS. All rights reserved.   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
204 

 

Step 6: The assignment of  each feature vector into 

the corresponding j
th

 region (segment) is performed 

according to the maximum likelihood of the j
th
 

component Lj. 

 

That is, Feature vector tx
r

is assigned to the j
th 

region for which 
jL  is maximum.  

where,   

1

e x p
( , )

m ax
1

2 1 ( , )

i j

ij ij

D ij ij

j

j

ij i j

ij

x

A

L

A

β
µ

ρ σ

β σ
β

=

  −  −
    =  

  Γ +   
   

∏

    
(14) 

 
7. PERFORMANCE EVALUATION     

    AND COMPARATIVE STUDY 

 
To assess the ability and performance of the 

developed model, texture segmentation is to be 

performed by using the benchmark dataset of 

textures available in the Brodatz Texture 

databases[17]. For each texture image, Hierarchical 

algorithm is employed over the data of feature 

vectors that are divided in to M groups. The initial 

estimate of the parameters wi, ij ijandµ σ  are 

obtained for each group using heuristics clustering 

and moment estimators. Using these initial 

estimates, the refined estimates are calculated 

based on the updated equations obtained through 

EM Algorithm. With these values, texture 

segmentation is performed based on likelihood of 

data belonging to a particular group. Then the 

segmentation image is drawn for the proposed 

algorithm. The segmentation and quality metrics 

are evaluated for the proposed model. 

 

 
Figure 2: Original And Segmented Texture Images With 

LBP Features 

 

The image segmentation performance 

measures namely; Probabilistic Rand Index (PRI), 

the Variation of Information (VOI) and Global 

Consistency Error (GCE) are computed for the 

proposed method. The Rand index given by 

Unnikrishnan et al (2007)[18] counts the fraction of 

pairs of pixels whose labeling are consistent 

between the computed segmentation and the 

ground truth. This quantitative measure is easily 

extended to the Probabilistic Rand index (PRI). 

The variation of information (VOI) metric given by 

Meila (2007)[19] is based on relationship between 

a point and its cluster. It uses mutual information 

metric and entropy to approximate the distance 

between two clustering’s across the lattice of 

possible clustering’s. It measures the amount of 

information that is lost or gained in changing from 

one clustering to another. The Global Consistency 

Error (GCE) given by Martin D. et al (2001)[20] 

measures the extent to which one segmentation 

map can be viewed as a refinement of 

segmentation. For a perfect match, every region in 

one of the segmentations must be identical to, or a 

refinement (i.e., a subset) of, a region in the other 

segmentation . 

The image segmentation performance measures  

namely, PRI,GCE,VOI are computed for the five 

images with respect to the developed model, 

Generalized Gaussian Mixture Model with k-

Means and Hierarchical algorithm to that of other 

models. 
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Table 1: Segmentation Performance Measures Of The 

Textured Images

 

 
From Table 1 it is observed that the segmentation 

performance measures of the proposed 

segmentation algorithm are closer to the optimal 

values of PRI, GCE and VOI. 

 

Table 2 presents the miss classification 

rate of the pixels of the sample using the proposed 

model and earlier Gaussian mixture model. 
 

Table 2: Miss Classification Rate Of The Classifier 
 

Model 
Miss-classification 

Rate 

MGGMM-H and 

log DCT 
12% 

MGGMM-H and 

DCT +LBP 
10% 

MGGMM-H and 

log DCT+LBP 
9% 

 

From the Table 2, it is observed that the 

misclassification rate of the classifier with the 

multivariate generalized Gaussian mixture model is 

less when compared to that of GMM. 

 

The accuracy of the classifier is also studied 

for the sample images by using confusion matrix 

for segmented regions and computing the quality 

metrics [21].Table 3 shows the values of accuracy, 

Sensitivity,Specificity,Precision, Recall,F-Measure 

for the segmented regions in the image texture. 

 

 
Table 3: Comparative Study Of MGGMM 

Withhierarchical Clustering Algorithmwith Variants Of 

DCT, LBP And Log DCT 

 

From Table 3, it is observed that the           F-

measure value for the proposed classifier is more 

than the earlier Gaussian mixture models. This 

indicates that the proposed classifier perform well 

than that of Gaussian mixture model.   

 
8. CONCLUSIONS 

 
A texture segmentation algorithm based on 

multivariate generalized Gaussian mixture model 

integrated with DCT and LBP is developed and 

analyzed. The DCT and log DCT coefficients are 

capable of characterizing the macro information of 

the textures keeping in view the illumination 

compensation due to different lightning and 

environmental conditions. The texture of the image 

is modeled using multivariate generalized Gaussian 

mixture model. The input image is first 

transformed in to LBP domain to capture micro 
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information and LBP image is considered for 

feature vector extraction. The LBP image is 

divided in to blocks of non overlapping regions.  

For each block, the DCT coefficients are computed 

and are selected in zig0zag pattern. The obtained 

DCT coefficients form the feature vector for 

texture segmentation. The EM algorithm is 

considered and initial parameters are obtained 

using Hierarchical clustering algorithm and 

moment method of estimation. The updated 

parameters are computed and segmentation is 

performed based on maximum likelihood under 

Bayesian frame. The performance of the 

segmentation algorithm is evaluated by considering 

five random images chosen from Brodatz texture 

database. It is observed that the model using DCT 

and LBP performs better than earlier methods 

based on DCT and DCT under logarithmic domain. 

It is also observed that the performance metrics 

namely GCE,PRI,VOI,F-measure are better than 

earlier models. It is possible to extend this 

algorithm using truncated generalized Gaussian 

distribution with DCT and LBP which will be 

taken elsewhere. 
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