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ABSTRACT 

 

In this paper, the authors have attempted to study the fault detection using the machine learning technique 

for the water Membrane Distillation Systems (MDS). Initially, an actual system with the MDS, applying 

nanotechnology was developed which was based on actual measurements. Then, the errors occurring 

between the outputs of the model (additionally, these outputs serve as MDS inputs) and system outputs 

were classified for identifying the system faults. This type of classification was carried out by using 

different approaches and the classification results were further compared. It was noted that the classification 

accuracy obtained by using the decision trees was the best as compared to the other learning techniques like 

K-Nearest Neighbours, Neural Networks, and the Support Vector Machines (SVM). 

Keywords: learning techniques, water membrane distillation system, desalination systems, fault detection, 

detection accuracy. 

 

1. INTRODUCTION  

1.1 Membrane Distillation System 

Membrane Distillation Systems (MDS) can be 

defined as an up-and-coming membrane separation 

technique which contains transporting water 

through a permeable hydrophobic membrane that 

could support the vapour-liquid interface. The 

actual force used in the Membrane Distillation 

(MD) technique that is provided by the difference in 

the vapour pressure is realistically generated due to 

the temperature difference that exists across the 

membranes, instead of the mass transfer effect 

which is produced due to the concentration 

gradient, pressure difference or the electrical 

potential gradients [1-3]. Though the MD technique 

was introduced way back in the 1960s [4, 5], it 

gained popularity as a desalination membrane, only 

in the 1980s. There were two factors which 

prevented the commercialisation of the MD 

technique [5, 6], i.e., a lack of inexpensive 

membranes having satisfactory features and a 

higher production cost as compared to the process 

of Reverse Osmosis (RO) [7]. According to the data 

collected for the MDS and the RO techniques, it 

was seen that the membranes possessed a low-

temperature polarization coefficient of 

approximately 0.32 [8, 9]. Hence, to explain further, 

if the system noted an observable temperature 

difference of 10 °C, between both the cold and the 

hot channels, it recorded a practical variation of 3.2 

°C across the whole membrane. On the other hand, 

current advancements in the membranes have led to 

further research being conducted in membrane 

distillation and several new MD modules are 

developed depending on the MD mass and heat 

transportation principles [10-12]. Also, researchers 

have begun considering MD applications for the 

wastewater treatment and for environmental 

protection [13, 14]. Therefore, during the “Seminar 

on Membrane Distillation”, held on 5th May 1986, 

in Rome, the researchers deliberated and considered 

the MD process during the “Round Table” 

discussion and defined several performance 

standards, terminologies and features for the MD 

processes [15]. Some of these include – the 

membrane must be porous in nature; (A) it must not 

try to change the vapour equilibriums of different 

parts in the processing liquids; (B) the capillary 

condensation must not take place within the 
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membranous pores; (C) at the least, one membrane 

section must be directly in contact with the liquid; 

(D) the membrane must not be made wet by the 

liquid; (E) the membrane pores must allow only the 

passage of vapour; and (F) the operating driving 

force of each membrane component leads to the 

occurrence of a fractional pressure gradient in the 

vapour stage.  

The machine learning is one major subsection of 

the artificial intelligence. Machine learning is very 

important for building any type of intelligent 

system that contains features like language, vision, 

or intelligence. All of these tasks can be very 

difficult without using learning. Also, any system 

cannot be considered to be completely intelligent, 

when it does not involve learning because learning 

is the sole basis of intelligence. This is because the 

machine learning algorithms are driven by the data, 

and they can examine huge data volume. 

Furthermore, any human expert can examine only a 

small amount of data or is guided solely by 

impressions.  

This paper was able to develop a learning 

approach for fault detection detecting in the water 

MDS. Initially, an actual system with the MDS, 

applying nanotechnology was developed, which 

was based on actual measurements. Thereafter, the 

system faults were identified after comparing this 

model and the system output errors. It should be 

noted that the suggested approach was able to 

distinguish and display a better-enhanced value as 

compared to the other methods. 

This paper has been organized in the following 

manner: Section 2 described the other related works 

carried out for detecting in the desalination 

systems. Section 3 discussed the system’s 

architecture and the actual methodology used. 

Section 4 described the Methodology. Section 5 

discussed the data Results. Section 6 presented the 

conclusion of the study while Section 7 presented 

the acknowledgment. 

 

2. LITERATURE REVIEW 

 

In the case of the Multi-Stage Flash (MSF), the 

faults are deducted using the neural network, 

Signed DiGraph (SDG) and fuzzy logics [16, 17]. 

Instead of using single approaches, a combination 

of the approaches could help yielding better results. 

These hybridisation techniques help in overcoming 

the limitations of single approaches.  

In a previously published study in [1], a very 

simple SDG technique was applied. This technique 

was able to bypass the different controller-based 

faults in the simulation method. Also, the controller 

and all the set point values were similar. The MSF 

desalination process generally applies the SDG and 

the Dynamic Partial Least Square (DPLS) methods 

for deducing faults [4], wherein this hybrid 

combination applies the simplicity of the SDG 

technique along with its graphically represented 

relation between the connected variables. Also, the 

DPLS regression technique is used for desalination 

and the resulting data is compared in parallel. In the 

study, instead of using the fault results, the authors 

applied the set-point change data for piloting the 

network. The fault data compilation is very difficult 

as compared to the SDG construction, but SDG 

cannot work well for diagnosing several faults. In 

the case of the SDG, the relationship between the 

nodes can be denoted by making use of the arc 

present between the corresponding nodes. For the 

DPLS method, the faults are diagnosed by using the 

residuals that are defined to be the changes in the 

estimated and the measured data values.  

 

iyiyir ˆ−=    (1) 

In the above equation; iy
represents the actual 

measurement while iŷ
represents the estimated 

value. The DPLS technique results are very 

comparable to the SDG results and range from 

negative, zero and positive values. If the faults are 

diagnosed, the resulting values could be negative or 

positive. Every detected fault is stored and recorded 

using the fault set. Several factors lead to the 

occurrence of faults; like faulty sensors or target 

variable-measured values, which can lead to 

incorrect results. Any variation in the mean can be 

detected by applying the CUMulative SUm control 

chart (CUSUM) process. Consider the value, 3σ, to 

be the average deviation threshold value. Then, the 

input variable reduction can be determined by a 

lack or existence of the faults present for any of the 

probable input variables. The constant variables are 

not accepted as input values in the case of the 

DPLS method. In the study, out of the 30 variables 

for the SDG technique, 12 were included in the 

DPLS process.  

The fault diagnosis takes place in a two-step up 

and down level: the upper level separates the faulty 

section and the lower phase detects the fault source 

[18]. The lower level has the limitation of lacking 

data for fault detection. The fault diagnosis 
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accuracy can be further improved by using 

qualitative simulation and fuzzy logic. However, 

these kinds of patterns are also known to lead to 

faults. The accuracy, ultimately, depends on a 

detailed knowledge regarding the operational 

process and the operator’s expertise. It is very 

difficult to supervise the associated system 

variables by applying the SDG, neural networks, 

statistical pattern recognition techniques, etc. The 

process is simplified by combining the online and 

the offline techniques. The offline technique can be 

applied only for the new plants using the one-to-

one technique based on the expert system for 

identifying new rules. Whenever the faults are 

found, the method for the respective sector can be 

executed using the online stages. This process can 

successfully detect the faults by applying the fuzzy 

qualifiers. The fault diagnosing methods which 

were based on the true/false conditions were not 

able to detect these types of faults. Also, a slight 

deviation detected from the major faulty sequence 

is easy to detect using a set of rules, which are 

produced using the databases like the fault pattern, 

symptom sequence, etc. The SDG technique is seen 

to work very well when it is combined with the 

fuzzy logic process because it is a qualitative 

process which can improve the detection based on 

the causal information regarding the faults. 

Additionally, SDG requires a limited amount of 

information for fault detection. It works on the 

regular rule that “the causal and effect linkage 

should link the fault’s origin to the notable 

symptoms”. Hence, any small difference between 

the known variables can be difficult for identifying 

thus resulting in an incorrect identification of the 

existing faults. Several authors state this to be the 

SDG drawback [19-22]. The SDG process is more 

effective if it involves only a single-state transition 

variable during the fault propagation stage. 

However, though a combination of many 

interpretations would simplify the SDG complexity, 

it could hamper the efficiency of matching SDG’s 

fault pattern ability. But, a compromise can be 

possible if these fictitious arcs are avoided. 

 

3. MEMBRANE DISTILLATION SYSTEM 

ARCHITECTURE 

 

In this study, we noted that a solar energy-based 

DCMD pilot plant (thermal plus PV)  has been 

built, designed and tested at the CEDT- KAU, 

Jeddah, under the natural weather conditions and 

the results from this plant have been manipulated 

and used in this study [23]. 

As stated previously, MDS is a membrane 

separation technique which contains transporting 

water through a permeable hydrophobic membrane 

that supports the vapour-liquid interface. The main 

driving potential for this process is due to the 

difference of the vapour pressure resulting because 

of the existing difference of the temperature seen 

across the membranes. Hence, the separation 

method of the MDS and its resultant performance is 

due to the vapour-liquid equilibrium [1]. Further 

details regarding this system are described in Fig.1.  

 

 

Figure 1: The membrane distillation system (MDS) 

The desalination process involves three major 

parts: (A) The solar thermal system that produces 

hot water, (B) A necessary power supply for 

providing power, (C) A desalination system that 

produces fresh water. 

CUT Membrane Technology supplied one of the 

primary MDS modules, but their seals contained 

some primary defects. Several trials and efforts 

were invested in repairing these modules, which 

were very time-consuming and costly. However, 

there was no substitute for these MD modules in the 

local or regional markets. Use of these modules 

also raised the doubt of a successful project 

completion. Under such conditions, the SOTUREP 

Company was able to locate and detect an 

alternative model from the US markets, to prevent 
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the complete project closure. It should be 

emphasised here, that only the US module was 

available, at that time, in the markets. 

The DCMD pilot plant based on the solar energy 

(Thermal plus PV), which was designed at the King 

Abdulaziz University (KAU) [6, 23] verified that 

the sea and the brackish waters could be efficiently 

treated in the following manner. This could be 

achieved at the price of the temperature source 

which is provided at the interest zone. Actually, 

eight parameters are recorded by the system; Tin 

hot, Tout hot, Tin cold, Tout cold, Pin hot, Pout 

hot, Pin cold, Pout cold. Thus, the system 

operations could be controlled using six different 

parameters like heater, cooler, hot valve, cold 

valve, hot pump, and cold pump. All these 

parameters would be used for detecting the faults 

by considering the normal and the abnormal states.  

 

4. METHODOLOGY 

4.1 System Model 

In Fig. 2, we have described the reasonable 

system’s operational flow, originating from the data 

collection to the system’s output. Several different 

phases contributed to the system’s development 

before it became fully operational. Some of these 

phases include data collection, wherein the data 

was collected for initial feasibility and studying its 

performance. The next was the system model and 

the design phase that involved the system 

modelling, simulations and prototyping depending 

on the preliminary data. This was followed by the 

system testing and the measurement phase; in 

which this system was checked for validating the 

performance and then, it was compared to the 

existing systems in parallel. Finally, based on these 

observations, we have presented our views in the 

study’s conclusion. 

The Fig. 2 presents the model flowchart while 

the identification of the differences between the 

actual and the simulated system have been 

developed using Simulink, as depicted below:  

 

Real Data 

Collection

Start

Testing & 

Measurement

System Model

& Design

Performance 

Analysis 

Existing System
Performance 

Comparison  

Conclusion &

Recommendation

Output

Start

Validating 

Phase

Data Collection 

Phase 

Design 

Phase 

 

Figure 2: The System Model Flowchart 

 

4.2 Simulink Model 

The Fig. 3 describes all the types of faults 

categorised by the classifiers. The faults were 

deliberately inserted in the systems by switching off 

one valve. In this study, the system data was 

gathered by valves, i.e., mainly the pressure and the 

temperature parameters which are obtained by 

sensors. For generating faults, six actuators were 

deployed in the system, while sensors measured the 

impact. This pattern is a random process sequence, 

which helps in obtaining complete data. This data 

collection process is carried out during the normal 

and the abnormal state. In the case of the abnormal 

process, the data collection is carried out by using 4 

control actuators, i.e., cold valve, hot valve, cooler 

and heater. All these control actuators are switched 

to the OFF state one by one, and also the behaviour 

of every parameter is noted individually during the 

normal and the abnormal operational process.  

 

Figure 3: The Simulink Model 

It should be seen that in this study, the recorded 

parameters range between: Tin hot (64.0 - 66.0), 
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Tout hot (30.0 - 32.0), Tin cold (15.0 - 16.0), Tout 

cold (45.0 - 47.0), Pin hot (1.3 - 1.5), Pout hot (1.2 - 

1.3), Pin cold (1.0 - 1.1), Pout cold (0.9 - 1.0). 

Also, the simulation values can be validated 

using the data results that are gathered from the 

heater, cooler, cold valve and hot valve for 

determining the error probability. 

In the case of Fig. 4, the researchers introduced 

some consecutive errors in the heater, cooler, cold 

valve and hot valve, after which the classifier 

output was noted and the experiment was repeated 

in the case of all other classifiers. As per the data 

results for the classifier output of hot valve, cold 

valve, cooler and the heater, the researchers noted 

that the mean Cooling Performance Coefficient 

(CPC) and the Heating Performance Coefficient 

(HPC) for the errors noted in the case of the heater, 

cooler, cold valve and hot valve, could be estimated 

accurately for an interval of approximately 10s. As 

noted, the exact amount of error for the hot valves 

could be noted accurately and presented in the hot 

valve classifier. Here, the value of 1 indicated the 

error existence for the hot valves. Similar results 

can be noted for the cold valve, which displayed its 

respective error value in the cold valve classier.  

 
Figure 4: Introduction of successive errors 

  

Figs. 5 and 6 indicate that an existing error in the 

hot valve is displayed in the hot valve classifier 

while the cool classifier displayed the errors in the 

cool valve. The performance of the system is 

observed and estimated for various system 

parameters displaying different errors. For instance; 

if there is an error noted in the cold valves, then the 

cold valve classifier displayed an accurate error. 

Lastly according to the authors’ best understanding, 

this study is the first of its kind which utilises 

Machine learning techniques for determining faults 

in the water desalination process.  

 
Figure 5: Error analysis using Classifiers 

 

 
Figure 6: Error analysis 
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5. RESULTS AND DISCUSSION 

We observed that obtaining an estimation 

difference (an error) between the actual and the 

simulated models was quite normal, as the error 

could be independently distributed. The different 

class behaviours could be examined using various 

classifiers, sensitivity, accuracy, specificity, using 

different processes. The process efficiency is 

further improved by using the F-measure described 

below. Table 1 displays different values for 

different parameters when they are tested with 

various different classification techniques. Since 

the F-measure also considers precision, we have 

considered this to be an appropriate process, as our 

assessment depends on the precision. After 

combining the classification of the heater, cooler, 

cold and hot valve, we conclude that the Decision 

Tree is better than other approaches as it achieves 

an F-measure of 99.6875%. This approach is 

followed by the Neural Network approach having 

99.3225%, K-Nearest Neighbour with 99.2% and 

the Linear Discriminant with 99.0325%. After 

comparing these techniques with the Quadratic 

Discriminant Linear Discriminant, and the Naïve 

Bayes classification technique described in the 

earlier report at [7], we note that the techniques 

discussed in this report have a better performance. 

Furthermore, it can be seen that the sensitivity was 

considerable improved when the Decision Tree 

method was compared to all other existing 

techniques. 

Despite observing that the Decision Tree 

classification technique is better than other 

techniques, it does not display a very significant 

difference. As per the results described in Tables 1 

and 2, the Decision Trees were seen to be a better 

classification technique for detecting faults in the 

desalination process. They are very accurate and 

also help in a speedy data processing and use less 

memory space. They are very easily interpreted and 

are able to handle the predictors in a proper manner. 

The Discriminant analysis which displayed a 

similar speed and memory use performance as the 

Decision Trees was not able to perform well for the 

F-measure and for other parameters.  
 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Classification results using different parameters 
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Table 2: Generic comparison of various algorithms [9] 

 

Based on the conclusions of our earlier study, we 

have demonstrated that the SVM speed and the 

memory usage were better for some support 

vectors; which were difficult to interpret though the 

linear kernel was used. On the other hand, the speed 

and memory usage for the Naïve Bayes were better 

for simple distributions. The Nearest Neighbour 

technique was better for predicting the lower 

dimensions; while Fitting could be carried out for 

the kd-trees but could not be used in the case of the 

linear searches. Also, the predictors could be either 

categorical or are continuous in nature, but never 

both. Furthermore, the Discriminant analysis was 

seen to be accurate when the modelling 

assumptions like the multivariate normal by class 

could be satisfied, or the prediction accuracy 

varied. 

 

6. CONCLUSIONS  
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parameters. These parameters were collected for the 

normal and the abnormal states of the operation. 

The results were further classified using several 

classifiers like the SVM, Decision Trees, Naïve 

Bayes and the KNN approaches. According to the 

results obtained, it could be seen that the decision 

tree was a better classification method as compared 

to others. Additionally, it was seen that the actual 

difference between all the approaches used was not 

very significant. However, based on the speed and 

the memory use, it was seen that the Decision Trees 

was a better approach for these type of 

classifications, as it performed better than the other 

techniques by obtaining an F-measure value is 

equal to 99.6875%. This approach is followed by 

the Neural Network approach having 99.3225%, K-

Nearest Neighbour with 99.2% and the Linear 

Discriminant with 99.0325%. Moreover, it could be 

seen that the fault trees possessed some additional 

benefits. The fault tree was able to generate a visual 

record of any system which displayed the logical 

relationship between the actions and the reasons 

which caused system failure. This helped others to 

observe the analysis results and recognize the 

design weaknesses and to identify errors. Also, a 

fault tree would help in ranking the issues which 

contributed to failure and that needed fixing. The 

fault tree diagram formed a basis for additional 

analysis and assessment. For instance; when the 

system underwent any type of change or upgrades, 

the steps for potential effects and further variations 

were already established.  

 

7. LIMITATION AND FUTURE WORK  

 

The main objective of the proposed method is to 

study fault detection in water desalination systems.  

The difficulties in the collection of data where the 

data is used in this research is real data that was 

recorded from an existing model. The data acquired 

at normal conditions and wait until all the 

parameters of the system settle on the nominal 

values, and then made a breakdown in the system 

and recording data, and then the two types of data is 

acquired, we applied on the Matlab and then tested 

a number of case studies. As a future work, 

different types of faulty are going to be investigated 

and proposed a model to solve the chain of fault 

detection at once. 
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