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ABSTRACT 

 
An acute shortage of cardiologists and many rural clinics were run by nurses in Indonesia. We proposed to 
develop of a screening technique based on artificial intelligence that classifies of normal and pathological 
heart sound signals of human subjects due to signs important and symptoms for heart diagnosis based on 
knowledge of auscultation experts. Heart sound signal analysis system consisted of three stages. Firstly, 
preprocessing. Secondly, feature extraction with respect to the cardiac cycle based on wavelet analysis to 
differentiate normal and pathological heart sounds. Feature reduction using PCA was also carried out to 
reduce the dimension of the heart sound feature vectors for classification. Thirdly, three classifiers: ANN 
MLP-BP, FCM clustering and HCM clustering to classify normal, systolic murmur, diastolic murmur, and 
continuous murmur, respectively. The performance of each classifier was evaluated with statistical 
validation method. From our experimental results, the three classifiers that showed significant potential in 
their use as an alternative diagnostic tool were compared. The ANN achieved the best performance as an 
automated classifier rather than FCM and HCM methods. Its performance was 100% for sensitivity, 
specificity, and accuracy, respectively, of input 20,000 features. Furthermore, for input 300 features, the 
performance was 98.90%, 99.37%, and 99.03% for sensitivity, specificity, and accuracy, respectively. The 
heart sound signal analysis system was suitable to classify of normal and pathological cases. The proposed 
method was considered very important for objective screening and very useful as an alternative diagnostic 
tool that complies with the requirements for rural clinics. We hoped that the method would be beneficial in 
study of auscultatory technique for medical students. Surrogate data modeling of pathological heart sounds 
signals as an alternative tool of the heart sound simulator and for classification purpose was further study. 

Keywords: Wavelet Analysis, Principal Component Analysis (PCA), Artificial Neural Network Multilayer 

Perceptron Back Propagation (ANN MLP-BP), Fuzzy C-Means (FCM) Clustering, Hard C-

Means (HCM) Clustering  
 
1. INTRODUCTION 

 
Cardiac disease is the second most mortality 

disease after cerebrovascular accident in the world 
[1], [2] and has long been the leading cause of 
death in developed countries, particularly in 
Indonesia [3]. A preliminary, non-invasive 
identification of the cardiac diseases, with 
particular manners and follow-up treatments can 

avoid increasing of deadly hazards of the heart 
assaults [4]-[7]. One of the manners for early 
identification of cardiac disease can be performed 
thru detection of heart sounds [1], [8]. 

Heart sounds are low-frequency transient 
signals produced by vibration after opening and 
closing of cardiac valves, and/or by vibration of 
whole myocardium and connected structures during 
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a cardiac cycle.  The cardiac cycle is divided into 
two periods; systole when the ventricles contract 
and ejects blood from the heart, and diastole, when 
the ventricles are relaxed and the heart is filled with 
blood. A normal functioning heart contains of two 
basic heart sounds, i.e., a first heart sound (S1) and a 
second heart sound (S2) [9]. The S1 and S2 produced 
by the closing of the atrioventricular valves (mitral 
valve and tricuspid valve) and semilunar valves 
(aortic valve and pulmonary valve), respectively. If 
closure of heart valve is not perfect and resulted in 
backflow of blood (regurgitation) or opening of 
heart valve is not perfect and ensued force blood 
thru a narrow opening (stenosis), then will be 
caused additional sound. An Abnormal heart sound 
appears as a result of turbulence flow of blood that 
passes by means of narrow openings is named 
murmur [9].  

One of the valuable methods of heart valve 
diagnostic can be carried out by auscultation [1], 
[8].  The auscultation is conducted by listening to 
the heart sounds utilizing a stethoscope. Its 
auscultation is an imperative tool in the diagnosis 
of cardiac disease, non-invasive, and low-cost 
screening method. It can provide precious and 
modest diagnostic tool for detecting cardiac 
dysfunction, because of its ability to offer valuable 
evidence concerning the integrity and function of 
the heart valves and hemodynamics of the heart 
[10], [11]. Furthermore, electrocardiogram (ECG), 
Doppler, and ultrasound imaging techniques as new 
diagnostic modalities, although can afford more 
direct evidence but these diagnostic tests do not 
assure all valvular diseases. Additionally, 
auscultation remains the principal tool for screening 
and diagnosis in major health care, due in part to 
higher cost and limitedness existence the 
equipment, and to the special expertise necessary to 
manage and analyze the results of these new 
diagnostic modalities. In developing countries, 
particularly in Indonesia rural clinics, auscultation 
may be the only means available. 

The heart sounds analysis by auscultatory 
technique is a very special expertise. Accurateness 
of the examination relies highly on the skill and 
practical learning of a listener that takes years to 
gain and fix [12]. Because this expertise is greatly 
difficult to be taught in a structured way, so that 
hearing of a cardiologist with another one who 
cannot be duplicated, although this technique has 

been learned both in educational and clinical 
aspects by means of basic literatures [9], [13]. 
Hence, the above cases and subjectivity of a 
cardiologist become deteriorations of auscultatory 
technique. Limitations of the auscultatory technique 
have stimulated us to utilize digital signal 
processing based method for identification and 
classification of normal and pathological heart 
sound signals. Mechanical events of the heart sound 
signals relating to a given normal and murmur were 
conceived in a single interval of cardiac cycle.  
Therefore, it was very essential to identify the 
single cycle for analysis of normal and murmur. For 
implementation of heart sound signal analysis 
system, it was necessary to detect the single cycle, 
extract feature from the single cycle, and then 
classify the signal due to signs important and 
symptoms for heart diagnosis based on knowledge 
of auscultation experts.  

Feature extraction was one of the most 
important steps for implementation of the heart 
sound signal analysis system, since even the best 
classifier would perform poorly if the features were 
not chosen well. In our previous research, extensive 
characterization method wavelet-based analysis has 
revealed ability to outgrow problems of traditional 
auscultation to clarify objectively mechanisms of 
heart valves functions [2]. Furthermore, the method 
was more precisely to extract the heart sound 
characteristics rather than Short Time Fourier 
Transform (STFT) [14] and Fast Fourier Transform 
(FFT) [15] methods. Spectrogram STFT could not 
perfectly detect both S1 components (mitral and 
tricuspid) and both S2 components (aortic and 
pulmonary). The problem was caused by a trade-off 
between time and frequency resolutions along with 
preference of a time window length [14]. 
Furthermore, the FFT did not consider about time, 
so it could not reveal which of two valves of S1 and 
S2 components, respectively, were closed firstly 
[15]. In this study, the wavelet analysis would be 
performed to extract characteristics of the heart 
sounds. It was a method to acquire simultaneous 
high-resolution time and frequency explanation 
about a signal. The method used a flexible window 
modulation. Hence, it could provide detailed 
information of the heart sound during the cardiac 
cycle. The calculation results of feature extraction 
would be input for classification of the heart sound 
signals. 
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In previous researches, Chebil et al. [16] and 
Gupta et al. [17] have efficiently used the Artificial 
Neural Network (ANN) for detecting and 
classifying the heart sounds. However, satisfactory 
performance was not reported. Therefore, 
increment the classification performances of heart 
sounds should be managed into a more sensitive 
and could be more rigorous in analyzing 
abnormalities that appear in characteristics of the 
heart sounds for heart diagnosis.  

We proposed to develop of a screening 
technique based on artificial intelligence to 
overcome limitations of the auscultatory technique 
for the heart diagnosis. The screening technique 
classifies of normal and pathological heart sound 
signals of human subjects, i.e., normal, systolic 
murmur, diastolic murmur, and continuous 
murmur, respectively, due to signs important and 
symptoms based on knowledge of auscultation 
experts. Three potential classifiers would be 
compared: Artificial Neural Network Multilayer 
Perceptron Back Propagation (ANN MLP-BP),  

Fuzzy C-Means (FCM) clustering and Hard C-
Means (HCM) clustering. The proposed method 
would be very important for objective screening 
and very useful as an alternative diagnostic tool that 
complies with the requirements for rural clinics. 
Additionally, the method promises a prominent role 
in study of auscultatory technique for medical 
students. 

 
2. METHODS 

 
The procedures used in analysis and methods 

to test classification of the normal and pathological 
heart sound signals are illustrated in Fig. 1. 
Discussion follows in the illustrated order. 

 
2.1 Data Collection 

 
Recording of the heart sounds was composed 

of three sets of 70 human subjects. The first set was 
collected from an acoustic transducer of ALOKA 
ProSound II SSD-6500 SV and the heart sounds 
were digitized with 1 kHz sampling frequency of 
two normal subjects. The second set was from an 
electronic stethoscope (3M Litmann Model 4100) 
and the sounds were digitized with 8 kHz sampling 
frequency of one mitral valve regurgitation (MR) 
subject with pathologic systolic murmur. The first 
and second parts of the subjects were participated 
in this research. Aim of an experiment was clarified 
to each subject and subject’s consent was attained.  

 

The third set was collected from a cassette of 
literature [13] containing a selection of seven 
conditions of normal and pathological heart sounds, 
i.e., 5 normal, 5 MR, 10 atrial septal defect (ASD), 
20 stenosis aorta (SA), 10 ventricular septal defect 
(VSD), 9 mitral stenosis (MS), and 8 persistent 
ductus arterious (PDA) subjects, respectively. The 
heart sounds of literature [13] were digitized with 
11 kHz sampling frequency and they recorded for 
educational purpose. In this study, the pathological 
heart sounds consisted of systolic murmur (e.g. 
MR, ASD, SA, VSD), diastolic murmur (e.g. MS), 
and continuous murmur (e.g. PDA). 

2.2 Heart Sound Signal Analysis 

 
Heart sound signal analysis system for 

developing of a screening technique consisted of 
three stages (Fig. 1). The first stage presented three 
preprocessing units, i.e., decimation, segmentation 
with regard to the cardiac cycle, wavelet denoising 

Figure 1: Block Diagram Of Heart Sound Signal 

Analysis System 
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for augmenting quality of the signal. The second 
stage was feature extraction based on wavelet 
analysis (CWT, i.e., Continuous Wavelet 
Transform) to distinguish normal and pathological 
heart sounds. This feature extraction results would 
be input for classification purpose. Reduction of the 
feature using Principal Component Analysis (PCA) 
was also carried out in this stage to decrease the 
dimension of the heart sound feature vectors for 
classification. The third stage was the classification. 
Three classifiers, i.e., NN MLP-BP, FCM, and 
HCM were conducted to make their classification 
decisions of a heart sound’s class based on signs 
important and symptoms for heart diagnosis in 
knowledge of auscultation experts. Hence, each 
classifier as an artificial knowledge based system 
could classify four classes, i.e., normal, systolic 
murmur, diastolic murmur, and continuous 
murmur, respectively. Furthermore, the 
classification performance of each classifier was 
evaluated with statistical validation method. 
Evaluation of the performance would be derived 
from classifier vector input of the wavelet analysis 
results as well as the feature reduction results. In 
this paper, Pascal programming language for the 
heart sound signal analysis was performed. 

 
2.2.1 Preprocessing 

 
Two filtering steps of the signal to reduce 

disturbance by background noise were conducted. 
First step, an eighth-order Butterworth bandpass 
IIR filter with cutoff at 20 Hz and 330 Hz was used 
from native signal of 1 kHz and 8 kHz sampling 
frequency, respectively, also with cutoff at 20 Hz 
and 1100 Hz from native signal of 11 kHz sampling 
frequency. Furthermore, the native signal of 8 kHz 
and 11 kHz sampling frequency was decimated by 
factor 4 and factor 5, respectively. Determination of 
bandwidth filtering was appropriate with Stein et al. 
[13]. The signal was afterward segmented that 
would be clarified later. Second step, algorithm 
implementation of the fixed threshold wavelet 
denoising that explained in Hall et al. [18] was 
performed for augmenting quality of the 
segmenting signal. A Daubechies wavelet of order 
4 (Db4) with a decomposition level of 5 was 
picked. 
 
2.2.2 Segmentation 

 
The segmentation regarding a cardiac cycle was 

a prominent stage in analyzing of the heart sounds. 
Identification the location and intervals of S1 and S2 
could be very beneficial information about the 

mechanical event of the cardiac condition. The 
native signal would be declared in more modestly 
and effortlessly seen by exploiting of Shannon 
envelope based on the S1 as well as S2 [2]. 

The Shannon envelope or the normalized 
average Shannon energy was competent to diminish 
the effect of low noise and to create the low 
intensity sounds more effortless to be located [19]. 
The algorithm was described as follows. 

First of all, normalization of a native heart sound 
was performed in the form Eq. (1).  

( ))(max

)(
)(

⋅
=

x

ix
ixnorm  (1) 

where )(max ⋅x  was absolute maximum of signal. 

Second, as in Eq. (2),  

∑
=

⋅−=
N
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N

E
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22 )(log)(
1
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the average Shannon energy was computed where 
xnorm(i) was the i

th normalizing signal and N was 
amount of points within 0.02 sec. segment and 
0.0165 sec. segment for normal and murmur 
subjects, respectively, which corresponds to a 
frame, for normal, i.e., N = 20, and for murmur, i.e., 
N = 33. Third, normalization of Ex thru all of the 
frames as in Eq. (3), 

( ) ( ) ( )( )
( )( )tES

tEMtE
tP

x

xx −
=  (3) 

where M(Ex(t)) and S(Ex(t)) were mean and 
standard deviation of average Shannon energy of 
frame t, so P(t) as Shannon envelope [19]. Fourth, 
P(t) was filtered reverse direction. The resulting 
sequence had precisely zero phase filter, thus 
therein no time delay. 

Identification for the amplitude peaks of S1, S2, 
and S1 of the following cycle from filtering of P(t) 
was visual inspection based. The systole is shorter 
than the diastole as fundamental knowledge of the 
S1 and S2 peaks selection [20]. The peak adjacent to 
the systole was recognized as S1.  The peak adjacent 
to the diastole was recognized as S2 [19]. Therefore, 
pmax as maximum among the three peaks was 
acquired. Additionally, pmin as minimum of interval 
that involved the three peaks was attained. 
Determination of a thresholding value, i.e., pmin + 
cenv× pmax, where cenv was a thresholding coefficient 
of P(t) was performed [2]. Picking of cenv was set 
manually and diverse (0.00 < cenv < 0.74). Its 
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picking based on onset until ending incidents of S1 
and S2, respectively, as well S1 onset of the 
following cycle. 

Systolic is interval of time of S1 onset until S2 

onset. Diastolic is interval of time of S2 onset until 
S1 onset of the next cycle. Furthermore, single cycle 
is interval of time of S1 onset of a cycle and S1 onset 
of the following cycle [2].  

2.2.3 Feature extraction 

 
CWT as a feature extractor is appropriate for 

analyzing of non-stationary signals especially heart 
sound signals. Because the wavelet may be 
stretched or suppressed, distinct features of the 
signal were extracted. While a dilated wavelet takes 
on the lower frequency constituents, a narrow 
wavelet extracts high-frequency constituents of the 
signal. CWT was calculated by relating the signal 
x(t) with set of time frequency atoms f(t); it 
produced a collection of coefficients C(b,s) stated 
by Eq. (4), 

( ) ∫
∞

∞−








 −
= dt

s

bt
ftx

s
sbC *)(

1
,  (4) 

where b was the time location, s was the scale 
factor and it was inversely proportionate to the 
frequency (s > 0), f(t) was the mother wavelet, and 
symbol * indicates a complex conjugate. 

The most important properties of the mother 
wavelet f(t) consisted of integrability,  square 
integrability, continuity, progressivity, also it has 
no d.c. component [21]. Moreover, f(t) has to be 
focused in both time and frequency as much as 
possible. It is renowned that the smallest time 
bandwidth product is achieved by the Gaussian 
function [22]. Morlet wavelet as in Eq. (5), 

22

2

0)(
t

tfi
eetf

−
−= π  (5) 

was a complex exponential modulated Gaussian 
function, where  f0 was 0.849 Hz [23]. The most 
trustworthy wavelet for the time-frequency of the 
heart sound signals was the Morlet wavelet [24].  

The result of CWT, in the matrix feature form, 
was a large amount of wavelet coefficients that was 
function of position and scale (or b and s, 
respectively: see Eq. (4)). In color spectrum, the 
coefficients were depicted as magnitude 
normalization value between 0.0 until 1.0, where 
red and purple indicated the highest and the lowest 
intensity, respectively. The feature extraction of 
wavelet coefficients was 200 × 100 (time × scale) 

and scale factors as of 1.0 × 10-2 up to 1.0 × 10-1. 
The feature extraction results would be an input at 
classification stage. 

2.2.4 Feature reduction 

 
Principal component analysis (PCA) was 

conducted to decrease the dimension of the heart 
sound feature vectors by picking only the vectors 
that had great variances. The aim of PCA was to 
replace a set of m variables x1, x2, …, xm, which 

may be correlated, by another set f1, f2, …, fm, 
called the principal components or principal factors. 
These factors were independent (uncorrelated) 
variables [25], [41].  

The algorithm started with the correlation 
matrix R which was an m × m symmetric matrix 
such that rij was the correlation coefficient between 
variable xi and variable xj. The correlation matrix R 
using Eq. (6): 

T

n
XXR

1
=  (6) 

where X = [x1, x2, …, xm] and xi  as the i-th column 
vector. 

Jacobi iterative method was a procedure for 
numerical determination of eigenvalues and 
eigenvectors of correlation matrix R. The method 
looked for an orthogonal matrix  Φ such that as in 
Eq. (7),  

ΦT
 R Φ = Λ (7) 

yielded a diagonal matrix Λ, where Λ = diag[λ1, λ2, 
…, λm] and Φ = [φ1, φ2, …, φm] were eigenvalues 
and  eigenvectors, respectively.  The method was 
based on a series of rotations (called Jacobi or 
Givens rotations) which were chosen to eliminate 
off-diagonal elements while preserving the 
eigenvalues. A Givens rotation was represented by 
a matrix of the form 
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where all diagonal elements were unity from two 
elements b in rows i and j, and all off-diagonal 
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elements were zero apart from the elements v and –
v (in rows and columns i and j). thus, if φi and φj 
were the i-th and j-th vectors of an orthonormal 
basis and if αcos=b  and αsin=v  then Φ 
represented a rotation of angle α in the (oriented) 
(φi, φj)-plane, which leaves all other basis vector 
unchanged.  

The procedure started with correlation matrix 
R0 = R, and produced a sequence of 

matrices kk
T
kk ΦRΦR 1−= , where at the k-th step 

kΦ was a plane rotation constructed to annihilate 

the maximal off-diagonal entry in Rk-1. In 
particular, if rij was the entry of maximal magnitude 
in Rk-1, then kΦ was the rotator in the (φi, φj)-plane 

define by setting  

21

1

β+
=v and

21 β

β

+
=b , where

( )
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φ

φφ
β

2

−
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For m > 2, as in Eq. (8), 
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where
2'

F
kR was the Frobenius matrix norm. 

Therefore, if )(k
Φ was the orthogonal matrix defined 

by k
k ΦΦΦΦ L21

)( = , then in the form Eq. (9), 

ΛRRΦΦ
kk

==
∞→∞→

k
kk T

limlim )()(    (9) 

was a diagonal matrix. 
The eigenvalues were ordered (λ1 > λ2 > … > λm) 
and were the variances of the principal factors 

(eigenvectors). Their sum ∑
=

m

i

i

1

λ was equal to m. 

Therefore, the percentage of variance associated 

with the i-th factor was equal to
m

iλ . 

If Φ was the matrix of eigenvectors of R, the 
correlation coefficient between variable xi and 
factor fj (sometimes called loading) was calculated 
using Eq. (10): 

jijij
R λφφ =  (10) 

The coordinates of the principal components 
(sometimes called scores) were specified in Eq. 
(11): 

F = ZΦ  (11) 

where F = [f1, f2, …, fm] , fi as the i-th column 
vector, and Z denoted the matrix of scaled original 
variables of the form Eq. (12): 

j

jij
ij

s

aX
Z

−
=  (12) 

where ai and si were the mean and standard 
deviation of the i-th variable.  

Assuming that i-th principal component fi, and 
the ordering of all the principal components of 
interest was such that the first principal component 
was associated with the largest variance in the input 
data, the second principal component was 
associated with the second-largest variance in the 
input data, and so on. Furthermore, discard any 
components that only account for a small 
proportion of the variation in the data. 

In this study, the n × m matrix X was a 
collection of wavelet coefficients (matrix feature 
form) as shown in Eq. (4), where m = 200 was 
amount of time location (variables) and n = 100 
was amount of scale factor (samples). A set of 
variables x1, x2, …, x200,which may be correlated. 
From Eq. (11), principal components f1, f2, …, f200 
were obtained. These variables were uncorrelated. 
Using PCA as an orthogonal linear transformation 
that transform the collection of wavelet coefficients 
to a new coordinate system such that the greatest 

 

Figure 2: An example of segmentation. (a) A heart 

sound signal of normal subject and its Shannon 

envelope (red curve). (b) Single cycle, systolic, and 

diastolic were obtained from the segmentation result 
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eigenvalue by any projection of the collection of 
wavelet coefficients comes to lie on the first 
coordinate, the second greatest eigenvalue on the 
second coordinate, and so on. Furthermore, discard 
any components that only had small percentage of 

variance,i.e.,
200

iλ associated with the i-th 

component fi. Hence, feature vectors that had great 
variances would be input to classifier network. 

2.2.5 Classifiers 

 
Each of three methods utilized a unique signal 

processing technique to analyze a certain 
characteristic of the heart sounds for classification 
purposes. 

The FCM was a clustering algorithm that 
proposed by Bezdek as one of the greatest used 
methods in fuzzy clustering [26]. The objective of 
FCM was to locate cluster centers (centroids) that 
minimize an error function. The FCM utilized 
fuzzy partitioning such that a data point could be 
permissible belongs to all groups with distinct 
membership values between 0.0 and 1.0. FCM was 
a recurrent algorithm.  For instance, the FCM 
algorithm minimized the least-squares function that 
was specified by a generalized among groups sum 
of square errors function where n was amount of 
individuals to be clustered, c was amount of 
clusters, uik was the degree of membership of 
individual k in cluster i, xk was the vector of h 
characteristics for individual k, vi was the vector of 
the cluster means of the h characteristics for cluster 
i, and w was the weighting for exponent. The sum 
of squared errors was calculated using Eq. (13):  

( ) ( )∑∑
= =

−
n

k

c

i

ik
w

ik vxu
1 1

2    (13) 

and FCMs objective was to minimize Eq. (13). 

The HCM was one of the simplest 
unsupervised learning algorithms to solve the 
clustering problem [26]. The method followed a 
plain and easy manner to classify a given data set 
thru a certain number of clusters fixed a priori. The 
main idea was to define k centroids, one for each 
cluster. Each point belonging to the given data set 
was related to the nearest centroid. When no point 
was pending, the first step was completed and an 
early group was done. At this point, to recalculate k 
new centroids as centers of the clusters resulting 
from the previous step was required. After these k 
new centroids have been acquired, a new binding 
has to be finished between the nearest new centroid 
and the same data set points. A loop has been 

yielded. To inspect that the k centroids changed 
their location step by step until no more changes are 
done. 

In this study, clustering criterion was the sum 
of the squared Euclidean distances between the 
centroid and each data point, as in Eq. (14):  

( ) ∑∑
= =

−=
N

i

M

k

kiM mxmmmE
1 1

2

21 ,...,,    (14) 

where X = {x1,x2, . . . ,xN}, xN ∈ ℜd, M was the 
cluster numbers, {m1,m2, . . . ,mM} was the 
centroids. The criterion was termed clustering error 
and depended on the centroids. 

The MLP-BP was a supervised learning 
algorithm. The algorithm uses feed-forward 
networks which utilizes of target values or teacher 
signals [27]. The algorithm was principally a 
gradient descent method and its purpose was to 
minimize the mean squared error between the 
actual output of the network and the target values. 
The MLP-BP algorithm mainly involved two 
stages. Firstly, the forward propagation stage was 
no learning and the network would certainly yield 
an erroneous value at its output before learning. 
Secondly, the backward propagation stage was 
learning network. The value of the actual output 
was then compared to a target value and the error 
yielded was then back propagated thru the layers of 
the network. The whole process was then iterated as 
far as the requisite convergence or when the error 
limit was achieved. In this study, the algorithm was 
utilized to classify the features into normal, systolic 
murmur, diastolic murmur, as well as continuous 
murmur. Each feature vector was classified using a 
three layer neural network. The input layer 
consisted of 20.000 neurons and 300 neurons, 
respectively, one hidden layer that contained 50 
hidden neurons, whereas the output layer was 
specified to 4 neurons for the four classes. The 
target output for the trained pattern of the four 
classes was of Boolean type where [1, 0, 0, 0] 
representing normal class, [0, 1, 0, 0] as systolic 
murmur class, [0, 0, 1, 0] as diastolic murmur class, 
and [0, 0, 0, 1] as continuous murmur class, 
respectively. Bipolar sigmoid activation function 
was conducted. Training was performed as far as 
the mean error falls below 0.001 and learning rate 
was 0.5. 

2.3 Performance Evaluation of Classification 

Methods 

 
Evaluation methods to measure the 

performance of the classification results were 
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utilized. The methods were sensitivity, specificity, 
and accuracy measurements [28]. If the system 
tried to classify subjects to see if they had a certain 
disease, there were four possible outcomes. 
Subjects with the disease could be classified to 
have the disease (true positives) or they could be 
classified not to have the disease (false positives). 
Subjects who did not have the disease could be 
classified to either had the disease (false negative) 
or not (true negative). Thus, amount of true 
positives (TP), true negatives (TN), false positives 
(FP) and false negatives (FN) covered the whole 
set.  

Furthermore, the sensitivity was a measure of 
percentage of unhealthy subjects (who had the 
disease) that were recognized as unhealthy, of the 
form Eq. (15), 

%
FNTP

TP
ySensitivit

+
=    (15) 

The specificity was a measure of percentage of 
healthy subjects (who had no the disease) that were 
recognize healthy, as in Eq. (16), 

%
FPTN

TN
ySpecificit

+
=    (16) 

Additionally, the accuracy was a measure of 
ratio percentage of amount of samples correctly 
classified to the total amount of samples (N), as in 
Eq. (17), 

%A
N

TNTP
ccuracy

+
=    (17) 

3. RESULTS 

 
Figure 2 describes an example of heart sound 

normal from segmentation result that associated 
with the cardiac cycle by utilizing Shannon 
envelope. Determination of a thresholding value 
(dotted horizontal line on Fig. 2(b)) based on onset 
until ending incidents of S1 and S2, respectively, as 
well S1 onset of the following cycle, so that the 
single cycle, systolic, and diastolic were acquired. 
From the segmentation results, 269 signals of the 
normal and murmur subjects for single cycle, 
systolic period, and also diastolic period were 
obtained, respectively. In this study, the single 
cycles of 70 subjects were allocated into two 
groups. First group consisted of 44 subjects or 214 
single cycles (87 N, 92 systolic murmurs, 17 
diastolic murmurs, and 18 continuous murmurs) 
and was utilized for classification training of MLP-
BP network. Second group was conducted for 

classification testing (MLP-BP, FCM, and HCM 
networks) and contained 26 subjects or 155 single 
cycles (66 N, 68 systolic murmurs, 11 diastolic 
murmurs, and 10 continuous murmurs). 

In our experimental results, each single cycle 
of the 269 cardiac cycles was extracted by utilizing 
CWT method. Figure 3(a) depicts an example of 
single cycle of the normal subject that consisted of 
systolic period (which comprises S1) and diastolic 
period (which contains S2). Furthermore, Figure 
3(c) shows artifacts in systolic period which 
indicates the presence of systolic murmur at SA 
subject. The contours of the artifacts are depicted 
clearly in Fig. 3(d). Furthermore, Fig. 3(e) 
describes MS subject that contain murmur at 
diastolic period. The contours of the diastolic 
murmur are showed obviously in Fig. 3(f). Figure 
3(g) depicts an example of continuous murmur of 
PDA subject that contain the artifacts in systolic 
period as well as diastolic period. The time-scale 
map of this murmur is depicted at Fig. 3(h). All of 
each feature extraction results (i.e., 100 × 200 
matrix form), would be input for classification as 
20,000 features in a vector feature form. 

The PCA was used to reduce dimension of 
feature vectors of CWT coefficients by picking 
only the vectors that had great variances. In our 
experimental results, high correlations existed 
between the original variables (i.e. 200 variables), 
which were therefore not independent. According 
to eigenvalues (Eq. (9)), the last 197 of 200 
principal factors might be neglected since they 
represented with average less than 12.55% of the 
total variance. The original variables depended 
mainly on the first three factors. The PCA reduced 
the 20,000 element feature vector into 300 element 
feature vector. Therefore, each single cycle in any 
the signal has 300 features as input to classifier 
network. 

Three classifiers, i.e., NN MLP-BP, FCM, and 
HCM were conducted to make their classification 
decisions of a heart sound’s class based on signs 
important and symptoms for heart diagnosis in 
knowledge of auscultation experts. Each classifier 
of the heart sounds was performed for classification 
of normal, systolic murmur, diastolic murmur, as 
well as continuous murmur. In our experimental 
results, the classification results of the three 
classifiers from input of 20,000 and 300 features 
are depicted in Table 1 and Table 2, respectively. 
From the diagnosis of auscultation experts in each 
class as many as 155 single cycles (26 subjects), the 
three classifier systems were calculated the input of 
the feature vector. The classification results were 
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number of testing for each class. For 20,000 
features (Table 1), 2 normal and 3 normal of single 
cycles were classified incorrectly by FCM and 
HCM clustering, respectively. Furthermore, 1 
continuous murmur of single cycle was classified 
incorrectly by HCM clustering. For 300 features 
(Table 2), 2 normal of single cycles were classified 
incorrectly by HCM clustering. Additionally, 3 
systolic murmurs, 9 systolic murmurs, and 11 
systolic murmurs of single cycles were classified 
incorrectly by NN MLP-BP, FCM, and HCM, 
respectively. 

The classification performances of three 
classifiers were evaluated with statistical validation 
method. Table 3 shows classification performance 
results from 20,000 and 300 features, respectively.  
The ANN MLP-BP achieved the best performance 
(i.e. sensitivity, specificity, and accuracy) as an 
automated classifier rather than FCM and HCM 
methods. Moreover, the sensitivity, specificity, and 
accuracy values, respectively, of each classifier 
from 20,000 features were greater than 300 
features. Moreover, decreased performance from 
reduction of the features is described in Table 3. 
The performances of three classifier systems were 
decreased due to the feature reduction of PCA. 

 
4. DISCUSSIONS 

 
Selecting the thresholding (Fig. 2(b)) would cut 

off the signal at certain points to acquire the 
beginning until the ending occurrences of S1 and S2, 
respectively, also onset of S1 of the next cycle. Its 
thresholding be conditional on cenv value. Variation 
of cenv of normal and pathological subjects 
powerfully depended on the individual variation 
and measurement condition. Hence, we were 
arranged its cenv to have an appropriate thresholding 
for consistent yields manually. In our study, the 
pathological heart sound recordings were very 
complex and the phases of the heart sounds vary 
largely. Two of four times the recording on the MR 
subject were omitted. The sudden release for a short 
time of the stethoscope from the subject caused in 
imprecise detection. Additionally, the matters for 
taking out the peaks, i.e., many extra peaks and 
artifact that look like apparent peaks both in time 
interval and amplitude. Large intensity murmur 
overlapped with S1 or S2 would make the proper 
identification and segmentation improbable. 

Feature extraction was one of the most 
important stages in classification, since even the 
best classifier would perform poorly if the features 
were not chosen well. In our previous study, signal 

processing and extensive characterization method 
wavelet-based analysis were considered precious to 
describe mechanisms of heart valves functions [2]. 
Time-scale maps yielded by CWT calculation were 
resolved using magnitude thresholding operation 
and center of gravity to confine time-scale of 
valvular events. Duration of S1 and S2, S1-S2 spaced 
time, events of closuring mitral and tricuspid valves 
during systole, closuring aortic and pulmonal 
valves during diastole, and physiological split time 
between valves activities in each cardiac sub-cycle 
could be characterized exactly. The method was 
capable to distinguish objectively and clearly 
between normal and pathological heart sounds. 
Therefore, in this study, the CWT method was 
performed to extract the heart sound essential 
characteristics. The mechanical events of the heart 
sounds relating to a given normal and murmur were 
conceived in a single cycle of the heart sound signal 
(e.g. Fig. 3(b), (d), (f), (h), respectively). Hence, the 
method could provide detailed information of the 
heart sound during the cardiac cycle. Furthermore, 
the calculation results of feature extraction would 
be input for classification. 

In this study, PCA was conducted to reduce the 
dimension of the heart sound feature vectors by 
picking only the vectors that had great variances, 
i.e., the first three factors of 200 principal factors. 
Therefore, the PCA reduced the 20,000 element 
feature vector from coefficients of wavelet into 300 
element feature vector. Using PCA could be easily 
calculated and had less computational load (i.e. 
input 300 features) that compared to before feature 
reduction (i.e. input 20,000 features) during 
classification process. However, input 300 features 
resulted in declining classification performance of 
the three classifiers as shown in Table 3. Moreover, 
each decreasing maximum for sensitivity, 
specificity, and accuracy, respectively, is 2.55% 
(FCM method), 1.77% (HCM method), and 2.90% 
(HCM method). This showed trade-off between 
computational load and classification performance. 
However, a decrease in the classification 
performance as a result of the feature reduction was 
not significant, because a very small percentage. 
Therefore, overall of the proposed method, input of 
300 features for classification more potential as a 
screening for the heart diagnosis, because it had 
less computational load. 

Sensitivity and specificity as shown in Eq. (15) 
and Eq. (16), respectively, are measurements of 
how good of a medical test result. In other words, 
both equations ((15) and (16)) state that if the 
subject’s disease status is known, then sensitivity 



Journal of Theoretical and Applied Information Technology 
 15

th
 August 2016. Vol.90. No.1 

 © 2005 - 2016 JATIT & LLS. All rights reserved.   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
231 

 

means that “I know my subject has the disease. 
What is the chance that the test will show that my 
subject has it?” Furthermore, specificity means that 
“I know my subject doesn’t have the disease. What 
is the chance that the test will show that my subject 
doesn’t have it?” For the system performance, 
higher sensitivity decreases the number of subjects 
with an unhealthy heart that are told they are 
healthy. On the other side, higher specificity 
decreases the number of subjects with healthy heart 
that are told they are unhealthy. In our experimental 
results, both sensitivity and specificity of the MLP-
BP, as well as FCM and HCM, were better than 
Vos et al. [29]. They experimental results were 
90% and 96.5%, respectively, less than the values 
are shown in Table 3. 

In previous studies, Chebil et al. [16] and 
Gupta et al. [17] have efficiently used the Artificial 
Neural Network (ANN) for detecting and 
classifying the heart sounds. From research of 
Chebil et al., 21 signals for training (i.e. 7N and 14 
SA) and 61 signals for testing (1N, 32 systolic 
murmurs, and 28 diastolic murmurs) were used 
[16]. The study utilized discrete wavelet transform 
to identify S1, S2 and murmurs. Energy of the signal 
within the systole and the diastole was conducted. 
If the energy exceeds a specified threshold in each 
interval, then the heart sound signal was classified 
as having systolic murmur or diastolic murmur. 
Otherwise, the signal was classified as normal. 
However, the accuracy of the classification results 
was 92.3%. Its accuracy value was less than of our 
experimental results, as shown in Table 3. 
Furthermore, Gupta et al. have classified a three 
way for normal, systolic murmur, and diastolic 
murmur using MLP-BP [17]. The architecture of 
network consisted of 12 input nodes, 1 hidden layer 
with 12 nodes, 3 output nodes. Moreover, 41 
subjects (340 single cycles) consisted of 135 cycles 
for training (45N, 45 systolic murmurs, and 45 
diastolic murmurs) and 205 for testing (65N, 79 
systolic murmurs, and 61 diastolic murmurs) were 
conducted. A classification accuracy of 94.5% was 
achieved [17]. However, in our study (Table 3), the 
accuracy was better than Gupta et al., i.e. 100% 
(from input 20,000 features) and 99.03% (from 
input 300 features). Therefore, increment of our 
classification performances achieved into a more 
sensitive and could be more rigorous in analyzing 
abnormalities that appear in essential characteristics 
of the heart sounds for heart diagnosis. 

Cardiac auscultatory was regarded as a 
prominent tool for medical doctors in acquiring a 
precise cardiovascular evaluation and confirming a 

cost-effective approach in outpatient-based 
medicine. Several recent researches evaluating the 
performance of clinicians in training have shown 
unsatisfactory results for cardiac auscultatory [30-
34]. Expert cardiologists had an auscultatory 
accuracy of roughly 80% [30]. Furthermore, the 
auscultatory accuracy of primary care doctors was 
20% up to 69% [31-34]. In this study, all the three 
classifiers systems clearly had far better accuracy 
than the primary care doctors as depicted in Table 
3. Our proposed method would improve the 
accuracy of auscultation by providing objective 
additional information and could be assistance for 
physicians to make their ultimate diagnoses. 

Role of screening technique for the early 
detection of heart diseases was very important to 
prevent sudden cardiac death. Phonocardiogram 
screening of detection and classification of the 
systolic murmur using a neural network for 
elementary school children was performed in Japan 
[35], [36]. Furthermore, Yoshinaga has studied 
about school-based cardiovascular screening to 
children and adolescents who life-threatening 
cardiovascular diseases [37]. In the first of three 
stages of screening method, phonocardiography as 
the early detection and diagnosis of heart disease 
was performed. In this research, our proposed 
method was considered significant potential as a 
screening alternative technique. The proposed 
method could aid general doctors to arise with more 
accurate and trustworthy diagnosis at early stages 
for massive examination. 

In previous study, Cholkraisuwat et al. have 
determined prevalence of unrecognized congenital 
heart disease among elementary school students 
and study the types and frequency of congenital 
heart disease in rural Thailand using trained nurses 
and other health care personnel [38]. Five hundred 
forty eight students were suspected to have heart 
diseases and 102 students were diagnosed as 
congenital heart disease. Simple acyanotic lesions 
(VSD, ASD, and pulmonary stenosis) were 
common in this study (32.35%, 16.67%, and 
11.76%, respectively). Qualified nurses or health 
care workers could be useful for identifying 
patients with congenital heart disease. Therefore, 
the role of these personnel in the national heart 
screening program should be further clarified. In 
Indonesia, many rural clinics were run by nurses, 
because the limited availability of physicians. The 
nurses often work in communities where they were 
called on to perform duties usually done by 
physicians and auscultation may be the only means 
available. Our proposed method could be benefit 
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for computer-assisted diagnosis of cardiac disorders 
and very useful as an alternative diagnostic tool that 
complies with the requirements for rural clinics. 

Investigation to clarify cardiac auscultatory 
expertise for 18 family practice residents thru a 
Cardionics CardioSim Digital Heart Sound 
Simulator® (Cardionics, Inc., Houston) in the study 
of auscultatory technique was performed [39]. The 
recording of simulated heart sounds was utilized in 
the educational intervention and evaluation, 
including SA (systolic murmur), MS (diastolic 
murmur), and PDA (continuous murmur) from 14 
cardiac auscultation findings. The participants were 
encouraged to listen with their stethoscopes to each 
sound over the speaker of a standard commercial 
portable home stereo system. Although the 
participants in small-group discussion sessions and 
repetitive auscultation could improve resident's 
ability to identify heart sounds audiotaped, but 
study of Horiszny was only restricted in teaching 
auditory and undertaken a simulator [39]. Whereas, 
in our research, systolic murmur, diastolic murmur, 
and continuous murmur could be clarified more 
simply recognized visually (e.g. Fig. 3), in the 
usage of temporal-frequency related parameters 
(such as our previous studies [2], [11]), also 
auditory inspection. Additionally, in our previous 
research, surrogate data modeling of normal heart 
sounds was created to extract knowledge about 
characteristics and mechanisms of generation of the 
human heart sound signals. The model described 
more objectively how the normal heart sounds were 
reproduced by utilizing of random phases [40]. 
Furthermore, our exploration was addressed to 
modeling of surrogate pathological heart sound 
signals for further research in related to 
classification the signal and very useful for an 
alternative tool of the heart sound simulator. Thus, 
our study was considered beneficial to aid in the 
study of auscultatory method from the signal 
processing manner viewpoint. 

Our proposed method was suitable to classify 
of normal and pathological heart sound signals of 
human subjects due to signs important and 
symptoms for heart diagnosis based on knowledge 
of auscultation experts. The wavelet analysis could 
provide detailed information of the heart sound 
during the cardiac cycle as input for classification. 
Although the heart sound data were collected 
partially from cassette of literature [13], the noise 
from the circumstance and wires could still affect 
the quality of recording. This could affect the 
classification of the signals. From the high of 
classification result, it was denoting that the 

wavelet analysis was adequate for classifying into 
normal or pathological occurrences. Additionally, 
the three classifiers (ANN MLP-BP, FCM and 
HCM) that showed significant potential in their use 
as an alternative diagnostic tool were compared. 
The ANN achieved the best performance as an 
automated classifier rather than FCM and HCM 
methods. The proposed method was considered 
very important for objective screening and very 
useful as an alternative diagnostic tool that 
complies with the requirements for rural clinics. 
Moreover, the method would be helpful in study of 
auscultation technique for medical students. 
Surrogate data modeling of pathological heart 
sounds signals as an alternative tool of the heart 
sound simulator and for classification purpose was 
further study. 

5. CONCLUSIONS 

 

We have developed a screening technique that 
suitable to classify of normal and pathological heart 
sound signals of human subjects due to signs 
important and symptoms for heart diagnosis based 
on knowledge of auscultation experts. Three 
computerized algorithm classifiers that showed 
significant potential in their use as an alternative 
diagnostic tool were compared. The ANN MLP-BP 
achieved the best performance as an automated 
classifier rather than FCM and HCM methods. The 
performance of ANN was 100% for sensitivity, 
specificity, and accuracy, respectively, of input 
20,000 features. Furthermore, for input 300 
features, the performance of ANN was 98.90%, 
99.37%, and 99.03% for sensitivity, specificity, and 
accuracy, respectively. The proposed method was 
considered very important for objective screening 
and useful as an alternative diagnostic tool that 
complies with the requirements for rural clinics. 
We hoped that the method would be beneficial in 
study of auscultatory technique for medical 
students. Next topic of our study was modeled 
surrogate data of pathological heart sound signals 
as an alternative tool of the heart sound simulator. 

 
 

ACKNOWLEDGMENT 
 

We express our deepest gratitude to Somali, 
MD for his assistance and permission to collect 
data at Kebonjati Hospital, Indonesia. 

 
 
 
 

 



Journal of Theoretical and Applied Information Technology 
 15

th
 August 2016. Vol.90. No.1 

 © 2005 - 2016 JATIT & LLS. All rights reserved.   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
233 

 

REFRENCES: 
 

[1] Z. Jiang, S. Choi, “A Cardiac Sound 
Characteristic Waveform Method for In-Home 
Heart Disorder Monitoring with Electric 
Stethoscope”, Expert Systems with 

Applications, Vol. 31, 2006, pp. 286-298. 

[2] R. Hendradi, A. Arifin, H. Shida, S. Gunawan, 
M.H. Purnomo, H. Hasegawa, H. Kanai, 
“Signal Processing and Extensive 
Characterization Method of Heart Sounds 
Based on Wavelet Analysis”, International 

Review of Electrical Engineering (I.R.E.E.), 
Vol. 11, No. 1, 2016, pp. 55-68. 

[3] P. Ponikowski, S.D. Anker, K.F. AlHabib, 
M.R. Cowie, T.L. Force, S. Hu, T. Jaarsma, H. 
Krum, V. Rastogi, L.E. Rohde, U.C. Samal, H. 
Shimokawa, B.B. Siswanto, K. Sliwa, G. 
Filippatos, Heart Failure: Preventing Disease 

and Death Worldwide, World Heart Failure 
Alliance, European Society of Cardiology, 
2014. 

[4] S. Sun, H. Wang, Z. Jiang, Y. Fang, T. Tao, 
“Segmentation-Based Heart Sound Feature 
Extraction Combined with Classifier Models 
for A VSD Diagnosis System”, Expert Systems 

with Applications, Vol. 41, Issue 4, Part 2, 
March 2014, pp. 1769 – 1780. 

[5] R. Sumathi, E. Kirubakaran, R. 
Krishnamoorthi, “Multi Class Multi Label 
Based Fuzzy Associative Classifier with 
Genetic Rule Selection for Coronary Heart 
Disease Risk Level Prediction”, International 

Review on Computers and Software (IRECOS), 
Vol. 9, No. 3, 2014, pp. 533 - 540. 

[6] D.N. Muruganantham, R. Periasamy, “Lloyd 
and Minkowski Based K-Means Clustering for 
Effective Diagnosis of Heart Disease and 
Stroke”, International Review on Computers 

and Software (IRECOS), Vol. 10, No. 6, 2015, 
pp. 573-579. 

[7] D. Gurram, M.N. Rao, “A Decision Support 
System for Predicting Heart Disease Using 
Multilayer Perceptron and Factor Analysis”, 
International Review on Computers and 

Software (IRECOS), Vol. 10, No. 8, 2015, pp. 
799-804. 

[8] X. Zhang, L.G. Durand, L. Senhadji, H.C. Lee, 
J.L. Coatrieux, “Analysis-Synthesis of the 
Phonocardiogram Based on the Matching 
Pursuit Method”, IEEE Transactions on 

Biomedical Engineering, Vol. 45, No. 8, 
August 1998, pp. 962-971. 

[9] D. Labus, B.H. Mayer, J. Munden, L. 
Schaeffer, G. Thompson (eds.), Heart Sounds 

Made Incredibly Easy, Lippincott Williams & 
Wilkins, 2005. 

[10] P. Wang, Y. Kim, L. H. Ling, and C. B. Soh, 
“First Heart Sound Detection For 
Phonocardiogram Segmentation”, Proceedings 

of the 2005 IEEE, Engineering in Medicine 

and Biology 27th Annual Conference, 

Shanghai, China, September 1-4, 2005, pp. 
5519-5522. 

[11] R. Hendradi, A. Arifin, M.H. Purnomo, S. 
Gunawan, “Exploration of Cardiac Valvular 
Hemodynamics by Heart Sound Analysis of 
Hypertensive Cardiac Disease Background 
Patients”, IEEE International Conference on 

Computational Intelligence and Cybernetics 

(CyberneticsCom), July 12-14, 2012, pp. 153-
157. 

[12] Z. Syed, D. Leeds, D. Curtis, F. Nesta, R.A. 
Levine, and J. Guttag, “A Framework for the 
Analysis of Acoustical Cardiac Signals”,  IEEE 

Transactions on Biomedical Engineering, Vol. 
54, 2007, pp. 651-662. 

[13] E. Stein, A.J. Delman, Rapid Interpretation of 

Heart Sounds and Murmurs, 2nd ed., EGC, 
Jakarta, Indonesian Version, 1994. 

[14] J.J. Lee, S.M. Lee, I.Y. Kim, H.K. Min, S.H. 
Hong, “Comparison between Short Time 
Fourier and Wavelet Transform for Feature 
Extraction of Heart Sound”, Proceedings of the 

IEEE Region 10 Conference, TENCON 99, 
Vol. 2, December 1999, pp. 1547 - 1550. 

[15] S.M. Debbal, F. Bereksi-Reguig, “Wavelet 
Transform Analysis of the Normal Cardiac 
Sounds, Biomedical Soft Computing and 

Human Sciences”, Vol. 12, No. 1, 2007, pp. 53 
- 58. 

[16] J. Chebil, J. Al-Nabulsi, “Classification of 
Heart Sound Signals Using Discrete Wavelet 
Analysis”, International Journal of Soft 

Computing, Vol. 2, No. 1, 2007, pp. 37-41. 

[17] C.N. Gupta, R. Palaniappan,  S. Swaminathan, 
S.M. Khrisnan, “Neural Network Classification 
Of Homomorphic Segmented Heart Sounds”, 
Applied Soft Computing, Vol. 7, 2007, pp. 286-
297. 

[18] L.T. Hall, J.L. Maple, J. Agzarian, D. Abbott, 
“Sensor System for Heart Sound Biomonitor”, 
Microelectronics Journal, Vol. 31, 2000, pp. 
583 - 592. 

 



Journal of Theoretical and Applied Information Technology 
 15

th
 August 2016. Vol.90. No.1 

 © 2005 - 2016 JATIT & LLS. All rights reserved.   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
234 

 

[19] H. Liang, S. Lukkarinen, I. Hartimo, “Heart 
Sound Segmentation Algorithm Based on 
Heart Sound Envelogram”, Computers in 

Cardiology, Vol. 24, 1997, pp. 105 - 108. 

[20] B. Erickson, Heart Sounds and Murmurs 

across the Lifespan, 4th ed., EGC, Jakarta, 
Indonesian Version, 2007. 

[21] M.S. Obaidat, “Phonocardiogram Signal 
Analysis: Techniques and Performance 
Comparison”, Journal of Medical Engineering 

& Technology, Vol. 17,  No. 6, 
November/December 1993, pp. 221 - 227. 

[22] R. Polikar, The Wavelet Tutorial Part III 

Multiresolution Analysis and the Continuous 

Wavelet Transform, 2nd ed., June 5, 1996. 

[23] G. Strang, T. Nguyen, Wavelets and Filter 

Banks, Wellesley-Cambridge Press, 1997. 

[24] B. Ergen, Y. Tatar, H.O. Gulcur, “Time-
Frequency Analysis of Phonocardiogram 
Signals Using Wavelet Transform: A 
Comparative Study”, Computer Methods in 

Biomechanics and Biomedical Engineering, 

Vol. 15, No. 4, 2012, pp. 371 - 381. 

[25] J. Debord, Math Library for Delphi, Free 

Pascal, and Lazarus, May 14, 2011. 

[26] H. Uğuz, A. Arslan,  İ. Türkoğlu, “A 
Biomedical System Based On Hidden Markov 
Model For Diagnosis Of The Heart Valve 
Diseases”, Pattern Recognition Letters, Vol. 
28, 2007, pp. 395-404. 

[27] F.M. Ham, I. Kostanic, Principles of 

Neurocomputing for Science & Engineering, 
McGraw-Hill Book Co-Singapore, 2001. 

[28] A. Sengur, “An expert System Based on Linear 
Discriminant Analysis and Adaptive Neuro-
Fuzzy Interference System to Diagnosis Heart 
Valve Diseases”, Expert Systems with 

Applications, Vol. 35, 2008, pp. 214-222. 

[29] J.P. de Vos, M.M. Blanckenberg, “Automated 
Pediatric Cardiac Auscultation”, IEEE 

Transactions on Biomedical Engineering, Vol. 
54, 2007, pp. 244-252. 

[30] J.M. Sztajzel, M.P. Kossovsky, R. Lerch, C. 
Vuille, F.P. Sarasin, “Accuracy of Cardiac 
Auscultation in the Era of Doppler-
Echocardiography: A Comparison between 
Cardiologists and Internists”, International 

Journal of Cardiology, Vol. 138, No. 3, Feb. 
2010, pp. 308-310. 

[31] S. Mangione, L.Z. Nieman, E. Gracely, D. 
Kaye, “The Teaching and Practice of Cardiac 
Auscultation during Internal Medicine and 
Cardiology Training: A Nationwide Survey”,  

Annals of Internal Medicine, Vol. 119, No. 

1, 1993, pp. 47-54. 

[32] S. Mangione, “Cardiac Auscultatory Skills of 
Physicians-in-Training: A Comparison of 
Three English-Speaking Countries”, The 

American Journal of Medicine, Vol. 110, Issue 
3, 2001, pp. 210-216. 

[33] M.Z.C. Lam, T.J. Lee, P.Y. Boey, W.F. Ng, 
H.W. Hey, K.Y. Ho, P.Y. Cheong, “Factors 
Influencing Cardiac Auscultation Proficiency 
in Physician Trainees”, Singapore Medical 

Journal, Vol. 46, No. 1, 2005, pp. 11-14. 

[34] B. Favrat, A. Pecoud, A. Jaussi, “Teaching 
Cardiac Auscultation to Trainees in Internal 
Medicine and Family Practice: Does It 
Work?”, BMC Medical Education, Vol. 4, No. 
1, 2004, p. 5. 

[35] T. Nakamitsu, H. Shino, T. Kotani, K. Yana, 
K. Harada, J. Sudoh, E. Harasawa, H. Itoh, 
“Detection and Classification Systolic Murmur 
Using Neural Network”,  Proceedings of the 

Fifteenth Southern Biomedical Engineering 

Conference, Dayton, 1996, pp. 365-366. 

[36] H. Shino, H. Yoshida, K. Yana, K. Harada, J. 
Sudoh, E. Harasawa, “Detection and 
Classification of Systolic Murmur for 
Phonocardiogram Screening”, 18

th
 Annual 

International Conference of the IEEE 

Engineering in Medicine and Biology Society, 
Amsterdam, 1996, pp. 123-124. 

[37] M. Yoshinaga, “School-Based Cardiovascular 
Screening”, Pediatric Cardiology and Cardiac 

Surgery, Vol. 29, No. 5, 2013, pp. 212-217. 

[38] E. Cholkraisuwat, Y. Buddharaksa, J. 
Sayasathid, “Congenital Heart Disease in 
Elementary School Children in Rural Thailand: 
the Role of the Trained Noncardiologist”, 
Asian Biomedicine, Vol. 7, 2 April 2013, pp. 
287-291. 

[39] J.A. Horiszny, “Teaching Cardiac Auscultation 
Using Simulated Heart Sounds and Small-
Group Discussion”, Family Medicine, Vol. 33 
No. 1, January 2001, pp. 39 - 44. 

[40] R. Hendradi, A. Arifin, M.H. Purnomo, 
“Surrogate Data Modeling of Normal Heart 
Sounds”, 6th International Conference on 

Biomedical Engineering, BME Days 2010. 

[41] C.D. Meyer, Matrix Analysis and Applied 

Linear Algebra, Society for Industrial and 
Applied Mathematics Philadelphia USA, 2000. 
 

 



Journal of Theoretical and Applied Information Technology 
 15

th
 August 2016. Vol.90. No.1 

 © 2005 - 2016 JATIT & LLS. All rights reserved.   

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195      

 
235 

 

Table 3: Classification Performance Of The Classifier Network 

Method 

20,000 features 300 features 
Decreased performance from 

reduction of the features 

Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

Accuracy 

(%) 

NN MLP-BP 100.00 100.00 100.00 98.90 99.37 99.03 1.10 0.63 0.97 

FCM 99.24 99.54 99.35 96.69 98.12 97.10 2.55 1.42 2.26 

HCM 96.36 99.20 98.71 95.20 97.43 95.81 1.17 1.77 2.90 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 1: Classification Percentage Of 155 Single Cycles (26 Subjects) Before Using PCA 

Method 

Diagnosis / Testing Class (%) 

Normal 
Systolic 

murmur 

Diastolic 

murmur 

Continuous 

murmur 

NN MLP-BP 66 / 66 (100.00) 68 / 68 (100.00) 11 / 11 (100.00) 10 / 10 (100.00) 

FCM 66 / 64 (96.97) 68 / 68 (100.00) 11 / 11 (100.00) 10 / 10 (100.00) 

HCM 66 / 63 (95.45) 68 / 68 (100.00) 11 / 11 (100.00) 10 / 9 (90.00) 

 

Table 2: Classification Percentage Of 155 Single Cycles (26 Subjects) After Using PCA 

Method 

Diagnosis / Testing Class (%) 

Normal 
Systolic 

murmur 

Diastolic 

murmur 

Continuous 

murmur 

NN MLP-BP 66 / 66 (100.00) 68 / 65 (95.59) 11 / 11 (100.00) 10 / 10 (100.00) 

FCM 66 / 66 (100.00) 68 / 59 (86.76) 11 / 11 (100.00) 10 / 10 (100.00) 

HCM 66 / 64 (96.97) 68 / 57 (83.82) 11 / 11 (100.00) 10 / 10 (100.00) 
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Figure 3: (A), (C), (E), And (G) Example Of Single Cycle Of The Normal, Systolic Murmur (SA), 

Diastolic Murmur (MS), And Continuous Murmur (PDA) Subjects, Respectively. (B) Coefficients Of CWT 

For (A) In Color Spectrum. The Color Spectrum Is Magnitude Normalization Of Wavelet Coefficient 

Between 0.0 And 1.0, Where Purple And Red Represent The Lowest And The Highest Energy, 

Respectively. (D). Coefficients Of Wavelet For (C). A Format Alike With Fig. 3(B). (F) Coefficients Of 

Wavelet For (E), Where The Format Alike With Fig. 3(B). (H) Coefficients Of Wavelet For (G), Where 

The Format Alike With Fig. 3(B) 


