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ABSTRACT

Heart disease is one of the significant reasons of death and the progress of which is rampant all over the
globe. Blood vessels carry blood with oxygen to all the cells in the body. It is a common reason that,
Cholesterol and other substances can be deposited in blood vessels which block blood vessels and that no
blood and oxygen can get to heart. This leads to heart disease. Several works have been made to predict the
heart disease in different methods. The main aim of this paper is to predict heart disease using Multiple
Regression and Bayesian Regularization methods and compare the results of these models. Multiple
Regression is one of the strong model used for prediction and it shows the association between input
variables and output variable.  It predicts the output variable based on the relationship between one or more
input variables and target variable. Bayesian regularization is a statistical model which process nonlinear
dataset. It increases the generalization capability and decreases squared errors. Bayesian regularization
works on with large inputs efficiently. The results are calculated using Multiple Regression and Bayesian
Regularization methods and predicted the heart disease. The results of Multiple Regression and Bayesian
Regularization are compared and it is observed that the results generated from Bayesian Regularization are
more accurate than multiple regression model.
Keywords: Bayesian Regularization, Multiple regression, Heart disease, Artificial Neural Network (ANN),

Prediction.
1. INTRODUCTION

Heart Disease generally refers to cardiovascular
disease which causes death. In [1], by 2030 the
expected death rate per year is more than 23.6
million. [2] Blood is transferred to all the cells in
the body using blood vessels. High cholesterol
creates a fat deposit in blood vessels, which reduces
pumping of blood with oxygen to heart.
Cardiovascular disease mainly causes when the
flow of blood to heart through blood vessels gets
blocked. [2], Blood pressure, cholesterol and
diabetes are the main reason that causes
cardiovascular disease. The common risk factors
that cause heart disease are chest pain, blood
pressure, cholesterol, blood sugar, heart rate, angina
etc. According to National Diabetes Clearing
house, people suffering from diabetes have more
chances of attacking heart disease. There are many
data mining techniques and neural network models
used to predict heart disease. In the proposed paper,
the main objective is to predict the heart disease

using Bayesian regularization and multiple
regression and comparing the results of these two
models. [4], Neural network generates high-quality
results for large data samples and multiple
regression is good at small data samples.

Multiple Regression model is a strong tool
in predicting the unknown value taking into account
one or more input variables. Multiple regression
allows any number of input variables. These
multiple independent variables are also known as
predictors, [3]. [5], If predictors have correlation
with each other, then it leads to data redundancy.
[3], Based on these multiple predictors, the
unknown value is predicted. The unknown value is
dependent on the multiple independent predictors.
Hence multiple regression, models the association
between multiple input variables and output
variable. The output variable is dependent on input
variables. To predict heart disease multiple
predictor variables are required. Selecting multiple
predictor variables is a difficult task.
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Artificial neural networks are efficiently
used for medical predictions. ANN is the solution
for many problems that cannot be solved using data
mining techniques. ANN is utilized for extensive
nonlinear datasets. [6], The main aim of any neural
network is to reduce the difference between actual
output and predicted output. Training algorithm like
Bayesian regularization is used to adjust the
network to generate accurate output. Bayesian
Regularization reduces squared errors and
generalizes the network in an accurate manner.

2. RELATED WORK

Many Researches have been implemented on
diagnosing heart disease. [8], Durairaj and Revathi
V proposed a paper on “Prediction Of Heart
Disease Using Back Propagation MLP algorithm”.
They have proposed that MLP in conjunction with
a training algorithm is applied to predict heart
disease. The results of different training algorithms
are compared. Bayesian Regularization increased
the accuracy in prediction. [9], Manisha Dinesh
Bhosla and T.P.Singh proposed a paper on
“Comparative study of feed-forward neuro-
computing with multiple linear regression model
for milk yield prediction in dairy cattle”. Feed
Forward algorithms (like Scaled conjugate gradient,
Levenberg-Marquardt method, Broyden-Fletcher-
Golfarb-Shanno quasi-Newton algorithm and
Bayesian regularization) and multiple linear
regression are used for milk yield prediction. To
evaluate the best model, R square and RMSE
values are calculated. BR is considered as best
calculation for milk yield forecast. [10], Harwinder
Kaur and Dalwinder singh Salaria has proposed a
paper on “Bayesian Regularization Based Neural
Network Tool for Software Effort Estimation”. This
paper deals to increase the effort estimation in
software organizations using neural networks
training algorithms like Levenberg-Marquardt
method, Bayesian regularization and Back
Propagation. It predicts cost estimations for
successful control of time and schedule in project
development. Similar efforts were made from
Deepthi Gurram , M R Narasingarao using MLP
Neural Network model and factor analysis  for
predicting the risk level of heart disease[11]. I.F.
Barcelos Tronto, J.D. Simoes da Silva, N.
SantAnna proposed a model on predicting time and
budget required for the development of software
using Artificial Neural Network and linear
regression. The performance of Artifical Neural
Network is better than linear regression in
prediction [12].

Chaitrali S. Dangare, Dr. Sulabha S. Apte
proposed a paper on heart disease prediction using
data mining and neural networks. Multilayer
perceptron neural network with back propagation is
used to get better results to diagnose the disease
than using data mining techniques [13].
Parsinejad Shahbaz, Bagheri Ahmad, Ebrahimi
Atani Reza and Javadi Moghaddam Jalal proposed
a paper on predicting stock market. There are
several algorithms like regression, genetic
algorithms, time series and fundamental analysis
used to predict. To get more efficient results and
profit, an appropriate non linear method like
Artificial Neural Network is used to forecast stock
market [14]. Sunila, Prabhat Panday, Nirmal
Godara proposed a paper on diagnosing heart
disease using improved multilayer perceptron and
multiple layer perceptron. In improved multilayer
perceptron dataset is divided into multiple datasets
and the individual datasets are solved and results
are combined to get accurate results in predicting
heart disease. The effectiveness is measured using
accuracy, specificity and sensitivity [15].

Aspy Palia proposed a paper on forecasting sales
online using Multiple Regression. Based  on the
past behavior of sales the predictor variables are
identified to  forecast future sales [16]. Suchithra,
Dr.P.Uma Maheswari proposed a paper on
diagnosis of heart disease using J48 Decision tree
algorithm. Information like symptoms, stage and
treatment are gathered from an expert. Decision
algorithm is applied to predict the disease and to
give treatment for the disease based on symptoms
[17]. There are several papers used to diagnose
heart disease comparing with other papers, the aim
of the present paper is to predict the heart disease
using Multiple Regression and Bayesian
Regularization. Bayesian regularization works
accurately when there is noisy data than multiple
regression. So hence for accurate prediction
Bayesian regularization is used.

3. METHODOLOGY

In the proposed system, heart disease is
predicted using multiple regression and Bayesian
regularization. [4], Both the models are completely
different from one another. The weights in multiple
regression model depends on multiple input
variables and in Bayesian regularization depends on
the input layer, hidden layer and output layer.
Multiple regression and Bayesian regularization
predicts whether the person has a chance to get
heart disease based on input parameters.
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In [7] [4], Regularization network mainly
contains 3 layers- input, hidden and output layers.
Input layer includes independent input variables of
the heart disease dataset. Hidden layer includes the
non linear training data. Each input is connected to
the hidden node. The output layer is a single unit
which is connected with hidden layer. Finally, the
output layer contains the predicted value of heart
disease. To predict heart disease, consider different
input parameters like age, gender, cholesterol,
fasting blood pressure, resting blood pressure,
angina etc. Too many parameters in the data, the
network generates noisy results and it causes more
squared errors this leads to poor prediction. This
problem is referred as over fitting. So to avoid over
fitting, Bayesian regularization has been used for
the purpose. [10], BR model deals with large
number of inputs; dealing with large input values
produces best prediction results. BR model update
weights in the network based on the input values. It
helps to avoids squared errors and improves
generalization.

Figure1: Neural Network

3.1 Choosing Input Variables
Selecting input variables is a difficult task. Input
variables have been considered from a domain
expert. Select an independent input variable and
perform multiple regression. The R2 value (squared
error) of the selected input variable should be high.
Each time you add input variable, the R2 value
increases. Eliminate adding input variable by
adding which R2 value remains constant. R2 value
increases with increase in number of independent
input variables. The heart disease dataset is
collected from the UCI library from Internet. The
main challenge is to select valid input variables to
predict the heart disease effectively using multiple
regression and Bayesian regularization. Input
variables considered for predicting the heart disease
are gender, age, chest pain type, BP, serum
cholesterol, fasting blood sugar, resting ECG,

Maximum heart rate, angina, old peak, ST
depression, number of vessels and thal. The output
variable predicts the heart disease. The output of 1
indicates presence of heart disease and 2 indicates
non-presence of heart disease.

3.2 Using Multiple Regression
In Multiple Regression model, 100 records

of patients are used to train the model. 13 input
variables are used to train the model. [5], These
input variables should not have any relationship
with each other. If they correlate with each other, it
increases standard errors and multicollinearity
problems.  The multiple regression equation for
dependent variable X is as follows

X= a0+a1I1+a2I2+a3I3+......akIk (1)
In this equation, a0 is the intercept, a1,a2... ak are the
regression coefficients of the independent variables,
I1,I2...Ik are the input variables and X gives the
predicted value of heart disease. Regression
coefficients are calculated to reduce sum of squared
errors using

(2)

In the above equation is the estimated value of
regression equation. Multiple regression focuses on
the relationship between dependent variable and
multiple predictor variables. So thus heart disease
prediction depends on all the 13 input variables. In
the proposed system, Regression model has been
applied to 100 samples of data. If the p-value of
independent variables are <0.05 then the regression
model is good fit. The above table shows the
multiple regression statistics in prediction of heart
disease.

Table 1: Statistics

Multiple R 0.7295
R Square 0.5321

Adjusted R Square 0.4614
Standard Error 0.3651
Observations 100

[3], R square lies between 0 and 1. The model is
said to be good predictor when R square value is
close to 1. Multiple R value shows the association
of output variable and multiple input variables. In
this case the correlation between the prediction of
heart disease and input variables is 0.7295.
Adjusted R square is used when there are multiple
input variables. In this case there are 13 input
variables (I1,I2..I13).
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3.3 Using Bayesian Regularization
There is no specific procedure adopted

using neural networks for predicting heart disease.
MATLAB is used to work with Bayesian
Regularization.  In [7], it gives best prediction
when there are large number of inputs and output.
In the proposed system, to predict and examine
performances, give test data as input to the
network. Create work space for the heart disease
prediction. 100 records of patients and 15 neurons
are used to train the neural network. Separate the
data as input, sample and target. Function trainbr is
used to implement Bayesian regularization. Stop
the training when number of repetitions (epochs)
reached.
Steps used to implement Bayesian regularization:

1. Define the input and target data in the
work space.

2. Determine the amount of neurons and
function ‘trainbr’ used.
network=fitnet(15,’trainbr’);

3. Specify the ratio of data used for training,
validation and testing.
network.divideParam.trainRatio=.7;
network.divideParam.valRatio=.15;
network.divideParam.testRatio=.15;

4. Train the neural network with input and
target data.
[network,pr]=train(network,input’,target’);

5. Define the sample data.
6. If the output is not desired then again train

the neural network with more input data
and change the number of neurons used
until we get desired output.

To get highest accuracy retrain the network. It gives
different solutions for different input data and
divisions of data for validating, training and testing.
Bayesian regularization predicts heart disease with
an accuracy of 91%.

4. RESULTS AND DISCUSSION

Both the models reduce squared difference between
actual value and predicted value. Below table
shows the % accuracy of multiple regression and
Bayesian regularization models. The model is
trained with 100 records of data. The output of
sample data using both the models is compared.
Multiple regression model predicts heart disease
with 86% and the Bayesian regularization model
predicts with 91%.

Table 2: Comparison table of heart disease diagnosis

No of
Samples

% Accuracy of
MR

% Accuracy of
BR

1 89 95
2 98 100
3 74 74
4 69 68
5 92 97
6 88 93
7 89 100
8 93 100
9 82 96

10 94 88

The performance of the present work is measured
using regression plots. Figures below are the
regression plots of Bayesian regularization in heart
disease prediction. The regression plot generally
shows the association between the output and the
target. Dashed line represents best results. The solid
line represents regression line between targets and
outputs.

Figure 2: Regression Plot for heart dataset

Coefficient (R-Value) in the regression shows
the correlation between output and target. If R-
Value is 1 then there is good correlation between
output and target. If R value is closer to zero, it
means there is no correlation between output and
target and gives inaccurate results. In this case R-
Value for training is 0.7726, the value is closer to
1.To get more accurate results reinitialize once
again and train the network. The limitation of this
paper is it is done with limited dataset. If the result
of the prediction is not accurate then train the
system with more data and reinitialize the system
multiple times.
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Figure 3: Regression Plot for Training data

5. CONCLUSION

The proposed system mainly compares the output
of multiple regression and Bayesian regularization
model while predicting heart disease. Hundred
patient records have been used to train the neural
network and multiple regression. 13 attributes are
taken as input values. Multiple regression mainly
shows the relationship between input variables and
target variable. Using this correlation multiple
regression predicts heart disease of a patient. Using
Bayesian regularization train the network with 100
records of the patients. Trainbr is a function used
by the network to predict heart disease. The results
of both the models are compared. Multiple
regression model predicted with an accuracy of
86% and Bayesian regularization with 91%. The
performance of Bayesian regularization is better
than multiple regression. This experiment
successfully predicts heart disease using Bayesian
regularization. Bayesian regularization works
accurately with large non linear dataset but multiple
regression model works less accurately with non
linear dataset. So thus Bayesian regularization is a
powerful tool in making prediction even with large
noisy data.
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