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ABSTRACT 

 

Cluster computing finding increasing deployment in academic, research, enterprise for efficient resource 

management and coupled with this there is a increase in demand for concerns regarding the security and 

performance of these clusters. Security and performance are vital aspects within the field of cluster 

computing. However, security usually incurs a certain amount of performance varies and adds usage 

complexity to a field of computing where performance is pivotal and usage complexity is already high. In 

this paper we are presenting a security design platform and associated with security best practices, 

supplementing for high performance computing facilities. The planned work aims to handle issues 

regarding high performance computing security, specifically to mitigate the risks known within the 

current cluster security concerns and based on the progress we are introducing the secure job scheduling 

approach called ALPHA scheduler with some security features implemented in it . Planned research 

design and best practices arrange to give the simplest exchange between security approaches and 

performance. All together gives an approach of security in high performance computing cluster. 

 
Keywords: High Performance Computing, Cluster Security, Access Control, network-level security and 
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1. INTRODUCTION 

Cluster computing is a form of 

computing where a group of computers are linked 

each other so they can behave like a single entity. 

It is a technique of inter linking two or more 

computers into a network (through a 

neighborhood or local area network) to take 

benefit of the parallel processing power of those 

computers. 

 

A cluster encompasses a collection of 

distributed resources to be unified. By definition, 

clusters are multiple, closely-coupled machines 

that are centrally administered. These machines 

share common resources such as network 

bandwidth, compute cycles, and storage area. The 

challenge is to secure these internal resources 

against unauthorized access while at the same 

time permitting   easy   access   by   authorized   

users. In contrast, the resources found in a typical 

enterprise- type environment are often very 

loosely coupled and exhibit minimal coherence of 

these types of resources. 

 

A cluster provides mechanisms for resource 

management. The challenge here is to manage a 

cluster such that authorized users can utilize 

resources efficiently in an authorized way using an 

pre-arranged job prioritization system. This is 

distinguished from enterprise-type environments 

that usually do not need to manage resources 

between competing interests. When a user executes 

a job on a cluster, it is often difficult to differentiate 

legitimate versus illegitimate use unless there are 

obvious malicious signatures of users. For example, 

cluster users are potentially able to tamper the 

shared data or to excessively consume compute 

cycles to an extent of disrupting the service 

available to other cluster users. 

 

High performance computer have to deal 

with, not only, the constant security problems as 

other computers have, but have additionally to deal 
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with special security considerations.  However 

addressing and implementing solutions to the 

special security problems on HPC is hard ,since 

the steps taking to deal with these problems 

shouldn't varies the performance of those compute 

node. For example, by time scheduling different 

jobs needs a special architecture, which may 

reduces the security and performance of the 

cluster. 

 

2. LITERATURESURVEY 

 

There are large numbers of 

analysis and research carried on 

enhancing security models with 

performance. This section provides an 

overview of work carried out by 

various researchers in the field of 

cluster computing. 

[6]William Yurcik and Gregory 

A. Koenig they defined a unified 

framework for protection techniques 

and methodologies that highlights the 

properties of cluster security that 

distinguish it as a novel problem space 

and then they conclude with  an outline 

of preliminary progress on a monitoring 

project centered specifically on cluster 

security then the research work carried 

forward at the National Center for 

Super-computing Applications, the 

current methodology to cluster security 

is divide- and-conquer approach. 

Existing  pre-defined  security 

techniques are deployed against varied 

cluster components with the logic that, 

upon the composition of the endmost 

cluster system, the overall security of 

the cluster should perform to the actual 

fact that every cluster components are 

secured. 

[7] M. Smith, M. Schmidt 

worked on Optimizing Security 

Configurations of Service Level 

Agreements. .some cluster security 

mechanisms are already configurable, 

where as several others like firewalls 

and advanced sand boxing techniques 

are sometimes configured statically per 

site keeping in mind that the specific 

user community requires. In their 

research work, authors present a WS- 

Agreement approach for a fine grained 

security configuration mechanism to 

permit an optimization of application 

performance supported with specific 

security needs in the cluster 

environment. 

 [8] Satish Kumar Thalod, Ram 

Niwas worked on Security model for 

computer network based on cluster    

computing.    Although    a    cluster might 

comprises of just a few personal 

computers connected by a straight 

forward network, this  cluster architecture 

can also be used to achieve high levels of 

performance and computing. A cluster 

computing security model could be theme 

for enforcing and implementing security 

schemes.  Their research work proposes a 

security approach for a computer network 

based on cluster computing architecture 

by numerous tools accessible in TCP/IP 

security model. 

 

3      PROPOSED WORK 

After carried out the detailed survey and  

analysis  on improving and enhancing 

the security features in a cluster 

environment ,in order to precedence our 

efforts in protecting  

 
Figure 1: Secure Transparency 

 

Clusters the proposed research work presents the 

following techniques which are the features of 

alpha scheduler approach. We adopted these 

techniques to give extra protection to the clusters 

as follows. 

 

3.1.1 Protection against potentially unwanted 

nodes: Compute Cluster server will not permit 

unapproved nodes being added to the cluster 
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family as compute nodes. If an intruder could add 

a computer as a node, the Job Scheduler will send 

its jobs and credentials to that node which has 

added by the attacker, which can potentially 

contain sensitive Data Any node that is added to a 

cluster family encompasses a standing of 

unfinished level Approval, and remains in the 

same state until the cluster head/manager 

approves and resumes the computation node to an 

approved level. 

 

3.1.2 Securing Computer cluster network 

topology: Computer cluster topology, is the one 

which isolate the cluster nodes from the general 

public network, the topology provides a 

hyperbolic security by exposing solely one 

network interface of the master node to the public 

network. These topologies provide an excellent 

way to secure MPI traffic from DOS, DDOS, 

Information Disclosure threats and Data 

Tampering issues. The most basic level of 

security is physical security which makes sure 

you that limit the access to the administrator or 

master node in order to further protect the 

encrypted user credentials and jobs/data stored in 

the Scheduler Database which is only accessible 

to master node. 

 

Figure 2. Secure Job 

Scheduling 

 

3.1.3 Secure Job Credential 

Handling: Each job submitted to the 

computing cluster uses the verification 

credentials such as combination of user 

name and password / Unique NONCE 

given by the job owner/Mater node to 

the user group. Since jobs runs on the 

user, nodes have access to the similar 

network resources that are accessible to 

the user, simplifying the task of 

building a new job and debugging a job 

 

3.1.4 User level security: Compute 

Cluster Servers limits the use and 

administration of the compute cluster 

from child nodes and also user groups on 

the head node.  If you  produce  a  file  

share  on   the master-node, make sure 

to limit access to the  cluster 

administrator and cluster user-groups. 

Thus defining levels of security 

among the cluster user groups and 

components. 
 

3.1.5 Disk Quotas We might consider 

setting disk quotas on each head node and 

child nodes to stop a user from filling the 

Storage space. Running out of storage 

space on the master node can end the 

operation run by Job Scheduler. Running 

out of storage space on a compute node 

can impact job  and task execution. So 

here we are defining the dynamic storage 

allocation. 

 

 

 

 

 

3.1.6 Security Transparency: We outline the 

security transparency done by keeping security 

operations hidden from direct access to the 

applications and/or operating systems as much 

possible. We tend to believe that this is often the 

foremost vital feature to reduce (or completely 

stop) applications’ or OSes’ code modification and 

likewise reducing performance overhead. 

 

4. ALGORITHM DESCRIPTION FOR  

ALPHA  JOB SCHEDULING  APPROACH: 

 

Step 1: Vn Verify the addition of node, authorize 

and approve it. 

Step 2: PaP Set privilege and access permission to 

the newly added node 

Step 3: Dq Set the disk quotes.  

Step 4: J Start assigning the jobs. 

Before assigning the job, verifying the 

cluster nodes by a secure code which is 

generated during the node registration. To 

check whether the node belongs to our 
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cluster family. 

Step 5: Tj.SubT placing Jobs J in the queue 

(During submit time). 

Step 6: Tj.StartT Taking out the jobs J at 

beginning time 

Step 7: WHILE (waiting queue is non empty) { 

Get the  head of queue (job J); 

IF (resources are free to start J) { 

START J; 

Remove J from queue ; 

} 

ELSE { 

Back fill other jobs from queue ; 

} 

} 

Step 8: Calculating Average response time . 

AvResT = 1/j * (Tj.endT - Tj.subT) 

Step 9: Calculating Cluster utilization . 

Σj (Nj * (Tj.endT - Tj.startT)) 

UTIL =   --------------------------------- 

N* (lastEndT - firstSubmitT) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Vn 

 

for verifying the node 

PaP For Access Permission 

Tj.subT for the submit of job j 

Tj.startT for the begin time of 

job j 

Tj.endT for the end time of 

job j 

Nj for the occupied 

number of nodes of 

job j 

Jt for the total number 

of jobs 

         N for the total number 

of available nodes 

firstSubmitT for the first submit 

Even occurred 

(min jTj.subT) 

lastEndT for the time the last 

end Event occurred 

(maxjTj.endT) 

 

Table 1: Algorithmic Variables 

 

Back-filling is a well known 

technique to enhance the performance of 

space-sharing schedulers. A back filling 

scheduler searches for free slots within the 

schedule and make use of them with 

appropriate jobs while not delaying jobs 

which are already scheduled. For that, 

users should provide an estimated run-

time for their scheduled jobs, so that the 

scheduler will predict once jobs are 

finished and others can be initiated. Jobs 

are canceled, if they run longer than 

expected. 
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5. CONCLUSION 

 

In the present paper we have conferred 

complementary security approaches for High- 

Performance Computing clusters.  The 

corresponding security methodologies and 

approaches we present for this cluster 

environment is a unified security model 

including distributed authentication, access 

control and user level security. At the HPC 

cluster environment end of the cluster 

environment , clusters must be versatile to 

handle a dynamic user constituency executing a 

large vary of applications. The corresponding 

security suggestions/techniques we present for 

this HPC cluster environment focuses on Secure 

job scheduling ,job credential handling, user 

level security, secure transparency There is much 

more work to be done in areas such as intuitive 

human interfaces to security tools, scalable 

cluster monitoring, masquerade detection, 

interconnect security, and versatile protection 

that progressive with incremental cluster growth. 

And the secure scheduling approach that we 

showed and the simulated results from this paper 

can also be achieved in a real environment. 
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