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ABSTRACT 

 

This paper presents an adaptive nonlinear controller for Doubly-Fed Induction Generator (DFIG) in wind 

power generation. The control objective is to extract the maximum power (Maximum Power Point 

Tracking) and have a specified reactive power at the generator terminal despite the variable wind speed and 

the unknown mechanical parameters and mechanical torque. To achieve such a decoupled control, the 

nonlinear Backstepping approach was combined with the field orientation principle. The induction machine 

is controlled in a synchronously reference frame oriented along the stator voltage vector position. The 

mathematical development of the nonlinear Backstepping controller design is examined in detail. The 

overall stability of the system is shown using Lyapunov approach. Application example on stabilizing a 

DFIG-based Wind Energy Conversion System (WECS) subject to large mechanical parameters 

uncertainties has been given to illustrate the design method and confirm the robustness and validity of the 

proposed control. 

Keywords: Wind Energy Conversion System, Doubly-Fed Induction Generator, Unknown Mechanical 

Parameters and Torque, Adaptive Nonlinear control, Lyapunov Approach. 

 

1. INTRODUCTION  

 

Modern wind turbines generators can work at 

variable wind speed and produce fixed frequency 

electricity. These variable speed fixed frequency 

generators use DFIG with a partial converter 

interface or Permanent Magnet (PM) synchronous 

generator with a full-converter interface. For high-

power wind generation, DFIG-based electric power 

conversion systems are currently dominating the 

market. A key DFIG benefit is that inverter rating is 

typically 25% of total system power which gives a 

substantial reduction in the power electronics cost 

as compared with direct-in-line synchronous 

generator systems. The power percentage fed 

through the rotor converter is proportional to the 

slip. At synchronous speed, the only power that 

flows through the converter is what is needed for 

ensuring the flow of DC excitation current through 

rotor windings. Additionally, DFIG systems offer 

the following advantages: 

� The speed range is ±30% around the 

synchronous speed [1-2]. This allows to 

continuously operating the wind turbine at its 

optimum Tip Speed Ratio (TSR), which is 

specific to the aerodynamic design of a given 

turbine. This achieves maximum rotor 

efficiency and hence maximum power 

extraction. 

� Reduced cost of the inverter filters and EMI 

filters, because filters are rated for 0.25 p.u. 

total system power. 

� Power-factor control can be implemented at 

lower cost. The four-quadrant converter in the 

rotor circuit enables decoupled control of 

active and reactive power of the generator. 

However, DFIG-based WECS control is a complex 

issue [3-8]. Indeed, this system is characterized by 

multiple variables and operates in environments 

with extreme variations in the operating conditions 

(wind speed variation, electrical energy 

consumption, etc.). On the other hand, DFIG-based 

drive system is a nonlinear system which is subject 

to parameter uncertainties and/or time-varying 

dynamics. The control challenge is to keep the 

generator at its maximum efficiency despite the 

wind speed variations and system’s parameters 

uncertainties. In this work, we propose an adaptive 

nonlinear Backstepping controller design to extract 

the maximum active power and have a specified 

reactive power at the generator terminal even in the 

presence of wind speed variations. The proposed 

controller also stabilizes the DFIG-based WECS 
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even in the case of large changes in the damping 

coefficient and moment of inertia, and mechanical 

torque. In practice, the damping coefficient and 

moment of inertia are approximately known and the 

mechanical torque is a random process variable. To 

still ensure the stability condition despite parameter 

change, suitable update laws are derived. 

A basic view of the DFIG-based WECS is 

illustrated in the figure 1. In this system, the power 

captured by the wind turbine is converted into 

electrical power by the generator and it is 

transmitted to the grid by the stator and the rotor 

windings. The rotor circuit is connected to the grid 

through a back-to-back converter. The capacitor 

connected on the DC side acts as the DC voltage 

source. The electrical grid frequency and voltage 

magnitude are assumed to be constant.  

The control system generates the pitch angle 

command and the voltage command signals for 

converters. The grid-side converter (GSC) is 

controlled to have unity power factor and a constant 

voltage at the DC-link. The rotor-side converter 

(RSC) is controlled to have optimal power 

extraction from the wind and a specified reactive 

power at the generator terminal.  

 

The paper is structured as follows. The second 

section presents a state-space modelling of the 

DFIG-based wind power conversion system. The 

induction machine is controlled in a rotating 

reference frame oriented along the stator voltage 

vector position. The third section describes the 

proposed nonlinear controller design and gives 

control and update laws for both RSC and GSC 

converters. An application example on stabilizing a 

DIFG-based wind power conversion system subject 

to large mechanical parameters variations will be 

given in the last section to show the merits of the 

proposed controller. Simulation results and analysis 

confirm the effectiveness of the proposed approach. 

 

Figure. 1: DFIG-based wind power conversion system 

2. SYSTEM MODEL 

2.1.  Modelling of the Wind Turbine 

The aerodynamic turbine power Pt depends on 

the power coefficient Cp as follows [9]:

3

p
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P βλπρ=

                                
(1a) 

where: 

ρ: Specific mass of the air (kg/m
2
); 

v:  Wind speed (m/s); 

Rt:  Radius of turbine (m);  

Cp:  Power coefficient; 

β:  Blade pitch angle (deg); 

Ω:  Generator speed (rad/s); 

λ:  Tip Speed Ratio (TSR) of the rotor 

blade tip speed to wind speed. 

 

The TSR is given by:

 

vG

R t Ω=λ                                                      (1b) 

where G is mechanical speed multiplier. A generic 

equation is used to model cp(λ,β), based on the 

modeling turbine characteristics of [9]:  
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and the coefficients c1 to c6 are:  c1 = 0.5176, c2 = 

116, c3 = 0.4, c4 = 5, c5 = 21 and c6 = 0.0068. 

Note that the maximum value of cp (cpmax= 0.48) is 

achieved for β = 0° and λ = λopt =8.1. 

In this work, we assume that the wind turbine 

operates with β=0. To capture the maximum power, 

a speed controller must control the mechanical 

speed Ω so as to track a speed reference Ωc that 

keeps the system at λopt (Maximum Power Point 

Tracking strategy). According to (1b), the optimal 

mechanical speed is: 

optt

c
R

vG

λ
=Ω

                                             

(1d) 

 

2.2.  Induction Generator Model 

 

The induction machine is controlled in a 

synchronously rotating dq axis frame, with the d-

axis oriented along the stator-voltage vector 

position (vsd=V, vsq=0). In this reference frame, the 

electromechanical equations are [10]: 

[ ] ]][[
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[V], [I] and [φ] are respectively voltage, current and 

flux vectors. 

The subscripts s, r, d and q stand respectively for 

stator, rotor, direct and quadratic. 

R, L, Lm, ω, J, F, p, Tt and Tem denote respectively 

resistance, inductance, mutual inductance, electrical 

speed, total inertia, damping coefficient, number of 

pole pairs, mechanical torque and electromagnetic 

torque.  

 

By selecting currents and speed as the state 

variables, the system (2) can be put into the 

following state-space form: 
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(3a) 
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(3b) 
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f and V are respectively the constant frequency and 

magnitude of grid voltage.  

Equations (3a) to (3.d) can be put into the following 

compact form: 
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2.3. DC-link and Coupling Filter R-L Models  
 

The GSC converter is connected to the grid 

through an R-L filter (fig 2) [11]. 

Figure.2: DC-link and RL filter sign conventions 

By using Kirchhoff’s laws and Park transformation, 

we obtain the R-L filter dynamic equations in the 

synchronous reference frame: 


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Neglecting losses, the DC-link dynamic equations 

are: 
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Equations (4a) and (4b) can be put into the 

following state-space form: 
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(4c) 
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3.  CONTROL DESIGN 

3.1.  RSC Control  

3.1.1. Backstepping control strategy 

 

The RSC converter enables decoupled control 

of stator reactive power and speed. Indeed, the 

following expression of the stator reactive power 

2)Im( xVivivIVQ sqsdsdsqsg −=−== ∗

              
(5a) 

shows that the current variable x2 can be considered 

as a virtual control of Qsg. According to equation 

(3b), it is clear that the control variable u2 can be 

designed so that the current variable x2 tracks its 

reference. On the other hand, equation (3e) shows 

that the electromagnetic torque Tem can be 

considered as a virtual control for the speed η. The 

following dynamic equation 
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shows that the control variable u1 can be designed 

so that the electromagnetic torque Tem tracks its 

reference. 

 

 

 

3.1.2.  Control and update laws 

 

In the case of uncertain model where system 

parameters are not known with enough accuracy, 

suitable choice of control variables and update laws 

must be done to still ensure the stability condition 

[11-14]. In this study, it is assumed that the 

mechanical parameters F, J and mechanical torque 

Tt are unknown. F and J are constant parameters 

whilst the torque Tt is assumed to vary slowly in 

time. Estimates of F, J and Tt are denoted Ĵ,F̂ and 

tT̂ , respectively. ηc, Temc and x2c are references of 

the variables η, Tem and x2, respectively.  

 

We define the following error variables: 
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Proposition 1: The following control and update 
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T)z,(

g.h)ˆ(zk.

321210

1

tcc

c1t11c

emc1

11

γγγ

−=θϕ

ηη=ξ

η+−+−η−=

=ξψ

∇−θϕ−ξψ∇=υ

&

&

&

 

achieve speed and current tracking objectives and 

ensure asymptotic stability despite the changes in 

mechanical parameters. 
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Proof: 

a- Control law u2 

Taking the derivative of z0 and using (3b) gives:
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b- Control u1 and update laws 
 

Step 1: Virtual control emcT  

Using equation (3e), the derivative of z1 is written 

as:
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 To design the control u1 and update laws, we 

consider the following Lyapunov candidate 

function: 
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Its derivative is given by: 
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The update laws are obtained by cancelling the 

terms with 
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Subsequently, the derivative 1V&  reduces to:  
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By selecting k1 and k2 such that the inequalities 
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are verified, the derivative 1V&

 

becomes negative and so we ensure the stability 

condition. 

The control variable υ  can then be obtained using 

equation (13) and the choice 22 zkB −= : 
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Finally, equation (5b) gives the control law u1: 
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Since the effect of the stator resistance is negligible 

especially in high power, and the stator voltage 

vector is aligned along the d-axis of the reference 

frame, the amplitude sqφ  is proportional to voltage 

V. Hence, the term )xx(a 42 β+α
 

becomes 

different from zero as soon as the machine is 

connected to the grid. 

3.2.  GSC Control  

3.2.1.  Backstepping control strategy 

 

The GSC converter enables decoupled control 

of rotor reactive power and DC-link voltage. 

Indeed, the following expression of the rotor 

reactive power 

2)Im( ζVivivIVQ oqsdodsqrg −=−== ∗

          
(16) 

shows that the current variable 2ζ  can be 

considered as a virtual control of Qrg. According to 

equation (4d), it is clear that the control variable v2 
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can be designed so that the current variable 2ζ  

tracks its reference. On the other hand, equation 

(4e) shows that 1ζ can be considered as a virtual 

control for DC-link voltage. Equation (4c) shows 

that the control variable v1 can be designed so that 

1ζ  tracks its reference. 

3.2.2.  Control laws 

 

We define the following error variables: 

ce 111 ζζ −=
                                                     

(16a) 

ce 222 ζζ −=
                                                   

(16b) 

ce 333 ζζ −=
                                                    

(16c) 

where c1ζ , c2ζ  
and c3ζ are references of 1ζ , 2ζ  

and 3ζ , respectively. 

Proposition 2: The following control laws: 

γλ

ζγ−α−γ+−γ−+ζ
=

)(f)u,x(e)qq(e)q(
v 11133

22
3c3

1

&&&

 

λ

ζ+ζ−−
= c2222

2

)(feq
v

&

 

With q1, q2 and q3 are positive design constants, 

 achieve the DC-link voltage and rotor reactive 

power control objective and ensure the asymptotic 

stability. 

Proof: 

a- Control law 2v  

According to (4d), the dynamic equation of the 

error 2e
 
is: 

cvfe 2222 )( ζλζ && −+=
                                   

(17) 

To reduce the tracking error, we use the following 

Lyapunov candidate function
2
22

2

1
eV = . The choice 

222 eqe −=& , where q2 is a positive design constant, 

makes negative the derivative 222 eeV && =  since 

0
2
222 ≤−= eqV& . With this choice, the control law 

v2 can be obtained from equation (17): 

λ
ζζ cfeq

v 2222
2

)( &+−−
=

                             
(18) 

b- Control law 1v  

Step 1: Virtual control c1ζ  

According to (4e), the dynamic equation of the 

error 3e  is:  

cuxe 313 ),( ζγζα && −+=
                                   

(19) 

We consider the Lyapunov candidate function

2

33 e
2

1
V = . The choice 333 eqe −=& ,

 
where q3 is a 

positive design constant, makes negative the 

derivative 333 eeV && =  and hence reduces the tracking 

error e3. With this choice, the virtual control law ζ1c 

can be obtained from equation (19):  

γ
ζα

ζ c
c

equx 333
1

),( &+−−
=

                           

(20) 

Step 2: control law v1  

According to (4c), the dynamic equation of the 

error 1e is: 

c1111 v)(fe ζ−λ+ζ= &&
                                        

(21) 

The derivative of e3 can be re-written as: 

331

c3c1c113

eqe

)()u,x(e

−γ=

ζ−γζ+ζ−ζγ+α= &&

             
(22) 

From (20) and (22), we obtain the derivative c1ζ& : 

γ
ζγα

ζ c
c

eqequx 33313
1

)(),( &&&
&

+−−−
=

           

(23) 

We now consider the Lyapunov candidate function: 

2
3

2
1

2

1

2

1
eeVg +=  

Its derivative is: 

)ee(eeq

)eeq(eee

eeeeV

311

2

33

133311

3311g

γ++−=

γ+−+=

+=

&

&

&&&

 

With the choice 1131 eqee −=γ+& , we ensure the 

negativity of gV& since 02
33

2
11 ≤−−= eqeqVg

& . 

Also, equation (21) yields: 

113c111 eqev)(f −=γ+ζ−λ+ζ &
                        

(24) 

From (23) and (24), we obtain the control law v1: 

γλ

ζγ−α−γ+−γ−+ζ
=

)(f)u,x(e)qq(e)q(
v 11133

22

3c3
1

&&&
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4. SIMULATION RESULTS 

 

To demonstrate the effectiveness of the 

proposed controller, two SIMULINK models were 

constructed which correspond respectively to the 

conventional (without adaptation) and adaptive 

(unknown mechanical parameters) Backstepping 

controllers. The tracking capability was verified for 

the adaptive controller in the case of time-varying 

wind speed (Fig. 3). To show the robustness against 

mechanical parameters and mechanical torque 

change speed regulation performances were 

compared at constant wind speed (Fig. 4). Constant 

values for DC-link voltage, filter and stator 

quadratic currents references were considered. 

Design parameters used in the simulation are listed 

in Table 1.  
Table1: Design Parameters 

Parameter Value 

k0  1000 

k1 150 

k2  2000 

γ1, γ2, γ3 0.0001 

q1,  q2, q3 100 

Figures 3a and 3b confirm the effectiveness of the 

MPPT strategy since the rotor speed vary in 

accordance with wind speed so that the turbine 

operates at optimal TSR.  

To have a unity power factor, the references of q-

axis currents isq and ioq have been set to zero. 

Figures 3c and 3d show the good tracking 

capability of the q-axis current controller. The same 

good performance is achieved in the case of DC-

link regulation (Figure 3e) and torque controller 

(Figure 3f). 

Figures 3g to 3j illustrate the two operating modes 

of the generator. At time t=70s, we can see in figure 

3b that the induction machine operates at sub-

synchronous mode (N<1500 rpm). Figure 3i shows 

that grid voltage and stator current are in phase, 

thus the active power is transmitted from the stator 

to the grid. Figure 3g shows that grid voltage and 

filter current are in phase opposition, thus the active 

power is transmitted from the grid to the rotor. This 

result is compatible with the sub-synchronous 

speed operation.  

At time t=170s, we can see in figure 3b that the 

induction machine operates at super-synchronous 

mode  (N>1500 rpm). Figure 3j shows that grid 

voltage and stator current are in phase, thus the 

active power is transmitted from the stator to grid. 

Figure (3h) shows that the grid voltage and filter 

current are in phase, thus the active power is 

transmitted from the grid to rotor. This result is 

compatible with the super-synchronous speed 

operation.  

 

Figure 4 shows speed regulation performance for 

both conventional and adaptive controllers in the 

case of change in the coefficients F, J and the 

mechanical torque Tt. The simulation assumes that 

changes occur first in the system model (at 100s, 

∆F=200%, ∆J=-50%), and next in the mechanical 

torque (at 150s, ∆Tt=300%). Unlike the 

conventional backstepping controller (fig.4.b), the 

adaptive controller tracks the constant speed 

reference despite the changes (Fig. 4a). This 

confirms the robustness of the proposed controller. 

5. CONCLUSION 

 

A stable and robust Backstepping controller has 

been successfully applied to a DFIG-based WECS 

to extract the maximum power and have a unity 

power factor despite the wind speed variation and 

system parameter uncertainties. Simulation results 

showed the effectiveness of the proposed controller 

and its superiority over conventional controller. 

Good speed and current tracking performances 

were achieved even in the case of large change in 

the mechanical torque. 

 
Appendix: Characteristics and Parameters 

Induction Generator  

Rated power 

Rated stator voltage 

Nominal frequency  

Number of pole pairs 

Rotor resistance 

Stator resistance 

Stator inductance 

Rotor inductance 

Mutual inductance 

3MW 

690V 

50Hz 

p =2 

Rs=2.97e-3Ω 

Rr=3.82e-3Ω 

Ls=0.0122H 

Lr=0.0122H 

Lm=12.12e-3H 

Wind Turbine  

Blade Radius 

Power coefficient 

Optimal TSR 

Mechanical speed 

multiplier 

Rt=45m 

Cpmax= 0.48 

λopt=8.14 

G=100 

Generator and Turbine  

Moment of inertia  

Damping coefficient 

J=254Kg .m
2
 

F=0.24 
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Bus DC C = 38 mF, 

 vdc = 1200 V 

Filter RL R = 0,075 Ω,  

L = 0,75 mH 

Electrical grid U = 690 V,  

f = 50 Hz 
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Figure. 3a: Time-varying wind speed                                       Figure. 3b: Rotor speed and its reference 

     

 
Figure. 3c: Stator q-axis current and its reference               Figure. 3d: Filter q-axis current and its reference 

 

               
 Figure. 3e: DC-link voltage and its reference         Figure. 3f: Electromagnetic torque and its reference 
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Figure. 3g: Phase a grid voltage and filter current          Figure. 3h: Phase a grid voltage and filter current 

(sub-synchronous speed operation)                                  (super-synchronous speed operation) 

  

 
Figure. 3i: Phase a grid voltage and stator current             Figure. 3j: Phase a grid voltage and stator current 

                 (Sub-synchronous speed operation)                                      (Super-synchronous speed operation) 

Figure 3: Tracking capability under time-varying wind speed 

 

 -- 
Figure. 4a: Rotor speed with adaptation                                Figure. 4b: Rotor speed without adaptation 

Figure 4: Speed Regulation Performance Under Unknown Mechanical Parameters 

 

 


