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ABSTRACT

Traditional methods of document comparison are based on the similarities called "surfaces": a model of similarity based on descriptive properties of objects without considering the relationships between these properties. We have proposed a new structural measure, based on sub-graph isomorphism, taking into account the distribution (order, position, etc) of components of the documents compared and the relationships between these components (preserve more sense). Our measure reflects both the contextual and structural aspects of documents compared. In this work, we will show in detail our similarity measure and study the impact of the similarity threshold (a parameter fixed previously) on generated clusters. We evaluate our approach on a corpus of multimedia documents extracted randomly from the INEX 2007 corpus and the corpus of descriptive records of books in XML format from the library of the University of Toulouse 1 Capitole.
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1. INTRODUCTION

Automatic classification is a solution that allows organizing a large collection of documents. This allows reducing the search space and thus improves the performance of the information access processing in a large mass of data: increasing the accuracy and reducing noise.

Documents can be grouped together according to their structure and/or their content. We consider that the document structure is a sufficiently discriminating factor for classification. Thus, the structural classification in the sense that we understand [7] allows creating, in a documentary warehouse, clusters called generic views. A generic view is a superposition of trees representing document structures. It can be enriched (addition of fragments: transformation of the generic views) along with the classification. This tree superposition creates a rooted graph structure (example Figure 1). It is not a simple summary, as is the case of the works using the summary trees to represent documents, but rather a rich description (without losing information) representing a set of specific structures structurally similar.

Comparing two documents requires modeling these documents in a formal manner and using (or defining) an appropriate measure to evaluate the similarity between these documents. We are interested in representing multi-structured multimedia documents using graphs. To compare two documents is, therefore, to compare the graphs that represent them. The graph theory could be of great interest in the evaluation of the structural similarity. The induced sub-graph isomorphism allows showing that a graph is included in another, one, while the partial sub-graph isomorphism determines the intersection of the two graphs.

To evaluate the proximity between two graphs, we have proposed a new structural similarity measure based on sub-graph isomorphism that relies on a graph weighting function that we have introduced. The latter allows expressing hierarchical and contextual aspects of components (nodes and arcs), insofar as it takes into account the distribution of these components in the graph and the nature of the relationships between these components. Our graph weighting function allows reflecting both the structure and sense of the compared documents.

In our previous works [9], we have made a comparative study with manual classification, on the one hand, and with the approach of [11] on the other hand. We have also studied the impact of the filtering sub-process, of our clustering process, on the quality of the generated clusters. The aim of the filtering process is to optimize the space of graph comparison in order to improve our clustering process performance. In this paper, we will show in detail our similarity measure and we will study the
impact of the similarity threshold (a parameter fixed a priori) of the resulting clusters.

In the next section we will give an overview, not exhaustive but representative, of the works which have used trees or graphs to represent documents. First we will begin this section with some basic notions on graphs. In the third section we will present the MVDM model "Multi Views Document Model" [4]. We will describe in the fourth section our similarity measure. In the fifth section, we will give a brief overview of our structural clustering process of multi-structured multimedia documents. Before concluding, we will present in the sixth section our experimental results.

2. RELATED WORKS

2.1 Basic notions on graphs

Let \( G=(V,E) \) and \( G'=(V',E') \) two graphs are defined by its set of nodes \( V \) (resp. \( V' \)) and its set of edges \( E \) (resp. \( E' \)).

Definition 1

\( G \) is a sub-graph of \( G' \) \( \iff \) \( V \subseteq V' \) and \( E \subseteq E' \).

Definition 2

\( G \) is isomorphic to a sub-graph of \( G' \) if and only if there is an injection \( f \) from \( V \) to \( V' \) such:

\[ \forall (u,v) \in V^2; (u,v) \in E \Rightarrow (f(u),f(v)) \in E' \]

2.2 Document representation

Several works have used trees to represent the documents to compare. In their approach of structural classification of documents, the authors of [3] use the tree summary obtained by transformations of trees (depth reduction, elimination of repeated nodes, etc). However, these transformations can cause a loss of semantic and contextual information. For example, the depth reduction involves the elimination of components and relations between these components.

The works of [2,10,13,15,17] have used the frequent sub-trees (sub-trees that appear frequently in the collections of trees considered) to classify documents. In their approach to semantic classification of XML documents [14] have proposed a model of data representation that exploits the notion of tree-tuple to identify the semantically coherent sub-structures in XML documents. In [16], XML documents are represented as a tree, which is considered as a set of paths. Thus, the classification is based on the calculation of the frequency of these paths. The idea of linearization of trees proposed in these works is very interesting. In the approach of [11], the semantic and logical structures of XML documents to be classified are represented as tree forms. [11] has proposed a measure to evaluate the degree of inclusion between two trees \( T \) and \( T' \):

\[
\text{Sim}(T,T') = 1 - \frac{\sum_{v_i} \text{Danc}(v_i)}{\sum_{v_i} \text{Panc}(v_i)}
\]

- \( \text{Danc}(v_i) \): represents the alignment distance of ancestors of node \( v_i \).
- \( \text{Panc}(v_i) \): represents the weight of the ancestors of node \( v_i \).

Other works have used graphs to represent documents. In fact, graphs are data structures having the capacity to represent complex and structured objects. The mathematical theory of graphs could be of great interest to the evaluation of the similarity of documents, both in retrieval information and the documentary classification. In [18], the sub-graph isomorphism can be used to show the inclusion or equivalence of two graphs. In the works of [6], the graphs were used to represent images segmented to classify them. In [1], graphs have been used to represent objects for computer assisted design. The nodes of the graph represent the components of the object and the edges of the graph represent binary relations between these components. In [4] the graphs were used to represent the multi-structured documents within a documentary warehouse. He has proposed the MVDM model to describe the multi-structured documents.

In the next section, we present the MVDM model.

3. PRESENTATION OF THE MODEL MVDM

The MVDM model introduced the concept of view: a set of structural nodes and relations between these nodes. A node can be simple or complex (for example, a fragment multimedia image). In this last case, the node can be considered as a sub-document itself can be fragmented into a set of nodes and relations between these nodes. There may be more than one possible relationship between two same components of a document. A document view allows materializing several organizations of this document. According to this model, the notion of document structure can be encompassed within a wider notion which is the view. A specific view corresponds to a particular organization of a document or a viewpoint on this document. It reflects one of the structures of a multi-structured document [4]. The MVDM model is composed of two levels: (1) a specific level (DWsp) where each
specific view, characterizing the organization of a particular document, is represented in tree form and (2) a generic level (DWg) where each generic view (cluster) represents a collection of the specific views structurally similar. The generic views are represented in graph forms (Figure 1).

We can write: \(DW = DW_g \cup DW_s(p)\) (Figure 1) where \(DW_g\) represents the generic level (clusters) of \(DW\) and \(DW_s(p)\) represents the specific level of \(DW\): the specific characteristics of each document (structure+content). Access to the cluster representative \((V_g)\) allows targeted access to a sub-collection of documents of \(DW_s(p)\) represented by it (by \(V_g\)).

Formally, we can define as follows:

- \(DW_g = \bigcup_{i=1}^{\infty} \{V_{gi}\}\) is the set of generic views, where each generic view \(V_{gi}\) consists of a set of generic paths. We can write: \(V_{gi} = \bigcup_{j=1}^{\infty} \{path_{ij}\}\) where each generic path \(path_{ij}\) is a set of generic relationships; \(path_{ij} = \bigcup_{r=1}^{\infty} \{e_r\}\);
- \(DW_s(p) = \bigcup_{k=1}^{\infty} \{V_{spk}\}\) is a set of specific views, where each specific view \(V_{spk}\) is composed of a set of specific paths. We can write: \(V_{spk} = \bigcup_{p=1}^{\infty} \{path_{pk}\}\) where each specific path \(path_{pk}\) is a set of specific relationships: \(path_{pk} = \bigcup_{s=1}^{\infty} \{e_s\}\).

In the next section, we introduce a new structural similarity measure.

4. DEFINITION OF A STRUCTURAL SIMILARITY MEASURE

4.1 Weighting of a Graph

In a multimedia document, the relationships between the structural elements are additional information that can’t be neglected. For example, in a television news cast, the audio and video must be synchronized (temporal relationships, special relationships, etc) to ensure consistency of the information.

In a process of structural comparison of documents, we think that the structural information is essential and that two documents composed of the same components doesn’t imply they are similar. For example, the same image in two different documents may not express the same context.

According to the mapping theory developed by [5], good analogies are those based on relationships between entities rather than their descriptive properties. In that vein, we have defined a weighting model of graph on which will be based our similarity measure. According to this measure the weight of an arc must reflect the importance of a structural viewpoint of this arc in the graph. It must therefore take into account the relationships between different components of a graph and the position of each of these components; position in a path and order relative to the brother components.

We have chosen to consider a graph as a set of paths. This allows reducing the cost generated by combinatorial search of graph isomorphism; known problem in graph theory [8]. The comparison of two graphs is therefore the comparison of the paths that compose them.

Let \(G = (V, E)\) a directed, labeled and ordered graph. The weighting function \(P_e\) of a given arc is defined by:

\[
P_e : E \rightarrow [0, 1],
\]

\[
(u,v) \mapsto P_e(u,v)
\]

where

\[
P_e(u,v) = \begin{cases} 
1 - \frac{\alpha}{k} & \text{if } prof(v) = 1 \\
\frac{\alpha}{k prof(v)} & \text{otherwise; } x \in father(u) 
\end{cases}
\]

- \(x \in father(u): u\) can have multiple parent nodes (Figure 2, in graph \(G, father(H) = \{C,A\}\));
- \(prof(v)\): profoundness of \(v\): position in a path;
- \(k\) (a power of 10) a fixed parameter indicating the maximum number of son nodes (number of son nodes < \(k\)) for each node of the manipulated graphs depending on the nature of the document collection treated (profoundness of root node = 0);
- \(\alpha\) is a parameter that depends on the type of node \(v\):

\[
\alpha = \begin{cases} 
1 & \text{if } v \text{ an attribute or metadata} \\
order(v) & \text{otherwise} 
\end{cases}
\]

In the formula (2), the number of digits of the fractional part of \(P_e(u,v)\), which depends on \(k\), indicates the profoundness of the arc \((u,v)\) extremity.
In the example (Figure 2), the graph \( G \) is composed of paths: "A/B", "A/C/H" and "A/H". We have:

\[
P(A,B) = 1 - \frac{\alpha}{10} = 1 - \frac{1}{10} = 0.9.
\]

\[
P(A,C,H) = P(A,C) - \frac{\alpha}{100} = 0.8 - \frac{0.8 - \frac{1}{100}}{100} = 0.8 - \frac{1}{100} = 0.79.
\]

To classify documents, it is necessary to have an appropriate operator to evaluate the proximity between two documents. When the documents are represented in graph forms, to compare two documents structurally is therefore to compare the graphs that represent them. In graph theory, the problem of comparing graphs is reduced to the problem of looking for an isomorphism of (sub) graphs. The isomorphism of (sub) graphs allows showing that two graphs are structurally identical or one is included in the other. We situate our works in the framework of looking for an isomorphism of sub-graphs and we propose a new measure of structural similarity.

### 4.2 Sub-graph Isomorphism

We consider a graph as a set of paths and a path of a graph is a sub-graph of this graph. In the example of the Figure 2, \( G = (V,E) \) where \( V \) is a set of nodes of \( G \) and \( E \) is a set of its arcs. The path denoted \( path_2 = \langle A/C/H \rangle \) is a sub-graph of \( G \). In fact, we can write \( path_2 = (V_2,E_2) \) with \( V_2 = \{A,C,H\} \) and \( E_2 = \{(A,C), (C,H)\} \). We have \( V_2 \subseteq V \) and \( E_2 \subseteq E \) therefore \( path_2 \) is a sub-graph of \( G \).

Before defining our structural similarity measure, we first define the measure \( d_{inc} \) which evaluates the inclusion degree of a given path in a given graph \( G' \):

\[
d_{inc}(path,G') = \min_{k \in [1,n']} \left[ \frac{\sum_{e_j \in path | P_e(e_j) - w_{j,k}}}{\sum_{e_j \in path} P_e(e_j)} \right]^{(4)}
\]

where

\[
w_{j,k} = \begin{cases} P_e(e'_k) \text{ if } \exists e'_k \in path'_k / \varphi_e(e_k) = e'_k \in path'_k \subset G' \cr 0 \text{ otherwise} \end{cases}
\]

- \( n' \): the number of \( G' \) paths;
- \( \varphi_e \): an alignment function bidirectional from \( E \) (resp. \( E' \)) to \( E' \) (resp. \( E \)) which allows aligning two similar arcs:
  \[
  \varphi_e : E \to E' \quad a \mapsto \varphi_e(a) = a' \text{ where the arcs } a \text{ and } a' \text{ are structurally similar.}
  \]

In this example (Figure 3), the graph \( G' \) is composed of 7 paths:

- \( path'_1 = \langle article/writer/name \rangle \);
- \( path'_2 = \langle article/writer/address/number \rangle \);
- \( path'_3 = \langle article/writer/address/street \rangle \);
- \( path'_4 = \langle article/writer/address/city \rangle \);
- \( path'_5 = \langle article/editor/address/number \rangle \);
- \( path'_6 = \langle article/editor/address/street \rangle \);
- \( path'_7 = \langle article/editor/address/city \rangle \).

The graph \( G \) is composed of two paths:

- \( path_1 = \langle article/writer/tel \rangle \);
- \( path_2 = \langle article/writer/address/number \rangle \).

Let \( G \) and \( G' \) two given graphs and \( path \) a path of \( G \).

**Theorem 1**

\( d_{inc}(path,G) = 0 \) if and only if \( path \) is isomorphic to a sub-graph of \( G' \) (\( path \) is structurally similar to a path of \( G' \); \( path \subseteq G' \)).

In fact:

\[
d_{inc}(path,G') = \sum_{e_j \in path} |P_e(e_j) - w_{j,k}| = 0
\]

\[
\Rightarrow \forall e_j \in path; \exists k \in [1,n'] ; P_e(e_j) = w_{j,k}
\]

\[
\Rightarrow \forall e_j \in path; \exists e'_k \in path'_k / \varphi_e(e_k) = e'_k
\]

\[
\Rightarrow path \subseteq path'_k \text{ (path } k \subseteq G')
\]
In Figure 3, path = "article/writer/address/number" of G and path' = "article/writer/address/number" of G' are isomorphic.

In fact:
$$d_{inc}(\text{path}_1, G') = \min_{k \in [1, n]} \left[ \frac{\sum_{j \in \text{path}_1} P_e(e_j) - w_{j,k}}{\sum_{j \in \text{path}_1} P_e(e_j)} \right] = 0$$

**Theorem 2**

$$d_{inc}(\text{path}, G') = 1 \text{ if and only if } \text{path} \cap G' = \emptyset$$

In fact:
$$d_{inc}(\text{path}, G') = 1 \quad \iff \quad \forall i \in \text{path} \cap G' = \emptyset$$

**Theorem 3**

Let G be a graph composed of n paths \{path_1, path_2, ..., path_n\}.

$$\sum_{i \in [1,n]} d_{inc}(\text{path}_i, G') = 0 \iff G \text{ is isomorphic to a sub-graph of } G'$$

In fact:
$$\sum_{i \in [1,n]} d_{inc}(\text{path}_i, G') = 0$$

$$\iff \forall i \in [1,n] ; d_{inc}(\text{path}_i, G') = 0$$

$$\iff \forall i \in [1,n] ; \text{path}_i \text{ isomorphic to a sub-graph of } G \text{ (theorem 1)}$$

$$\iff G \text{ isomorphic to a sub-graph of } G'$$

In this example (Figure 2), G is composed of 3 paths: path_1 = "A/B", path_2 = "A/C/H", and path_3 = "A/H".

$$\sum_{i \in [1,3]} d_{inc}(\text{path}_i, G') = d_{inc}(\text{path}_1, G') + d_{inc}(\text{path}_2, G') + d_{inc}(\text{path}_3, G')$$

$$= \left[ \frac{(0.9-0.9)}{0.9} + \frac{(0.79-0.79)+(0.8-0.8)}{1.59} + \frac{(0.7-0.7)}{0.7} \right] = 0$$

Therefore the graph G (Figure 2) is isomorphic to a sub-graph of G'.

**4.3 A new Structural Similarity Measure**

Conventional comparison systems return a value indicating that the two objects being compared are similar or not. However, in most applications, it is interesting to have more details on the proximity of objects compared. We are interested in the category of systems allowing evaluating the proximity between two objects from a continuous value to quantify the similarity and difference between these two objects.

We have proposed a new structural similarity measure based on sub-graph isomorphism. This measure reflects the structure of graphs compared in the sense that we compare the paths of graphs taking into account both the position of the nodes, the order of the brother nodes and the relationships between these nodes (example Figure 4). In our context, we consider that the position of nodes and the relationships between these nodes are two essential parameters in a process of structural comparison of multimedia documents.

To evaluate the structural similarity between two graphs G and G' noted \text{Sim}(G, G') , we have defined the following measure:

$$\text{Sim}(G, G') = 1 - \text{Dist}(G, G')$$

where \text{Dist}(G, G') = \frac{(d_{GG'} + d_{G'G})}{2}

and \(d_{GG'} = \frac{1}{n} \sum_{i \in [1,n]} d_{inc}(\text{path}_i, G') (8)

and \(d_{G'G} = \frac{1}{n} \sum_{i \in [1,n]} d_{inc}(\text{path}_i, G) (9)

Where \(d_{GG'}\) (rep. \(d_{G'G}\)) is the alignment distance between G and G' (resp. G' and G) and n and n' are respectively the number of paths of G and G'. The division by n (rep. n') allows normalizing the value of \(d_{GG'}\) (rep. \(d_{G'G}\)) between 0 and 1.

**Corollary 1**

\(d_{GG'} = 0 \iff G \text{ is isomorphic to a sub-graph of } G'\text{(theorem 1)}.\)

**Corollary 2**

\(d_{GG'} = 0 \text{ and } d_{G'G} = 0 \iff G \text{ and } G' \text{ are isomorphic}.\)

The similarity measure proposed is based on path matching of the graphs to compare. We show through the example of Figure 4, that it takes into account the distribution (profundness, order, hierarchy) of the components (nodes and arcs) of the graphs compared.

![Figure 4: Example of similarity calculation between graphs](image-url)
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Sim($G_1, G_2$) = 0.82, Sim($G_1, G_3$) = 0.81, Sim($G_1, G_4$) = 0.83 and Sim($G_1, G_5$) = 0.71. The difference between Sim($G_1, G_2$), Sim($G_1, G_3$), Sim($G_1, G_4$) and Sim($G_1, G_5$) can be explained by the fact that the proposed measure takes into account the distribution of structural elements in the graphs compared. We observe a difference, which becomes important in the case of Sim($G_1, G_4$), between the similarity values due to differences in positioning some nodes, in particular the node "W" (different order or different profoundness). This shows that the proposed similarity measure takes into account the profoundness and order, penalizing differences of the profoundness.

To compare the proposed measure with the existing measures, we have chosen two types of measures: a type based on the descriptive characteristics (Jaccard’s measure) regardless of the relationship between the components of the objects compared and a type based on the structural alignment [11].

Table 1: Comparison between our measure, Jaccard’s measure and [11]’s measure

<table>
<thead>
<tr>
<th>Jaccard’s measure</th>
<th>[11]’s measure</th>
<th>Our measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sim($G_1, G_2$)=0.63</td>
<td>Sim($G_1, G_3$)=1</td>
<td>Sim($G_1, G_2$)=0.82</td>
</tr>
<tr>
<td>Sim($G_1, G_3$)=0.63</td>
<td>Sim($G_1, G_4$)=1</td>
<td>Sim($G_1, G_3$)=0.81</td>
</tr>
<tr>
<td>Sim($G_1, G_4$)=0.63</td>
<td>Sim($G_1, G_5$)=0.99</td>
<td>Sim($G_1, G_4$)=0.83</td>
</tr>
<tr>
<td>Sim($G_1, G_5$)=0.63</td>
<td>Sim($G_1, G_5$)=0.93</td>
<td>Sim($G_1, G_5$)=0.71</td>
</tr>
</tbody>
</table>

The graphs $G_2$, $G_3$, $G_4$, and $G_5$ consist of the same nodes. However, these nodes don’t have the same distribution on 5 graphs. Specifically, these graphs aren’t identical from a structural point of view. We note that the values shown by the lines in column 1 of Table 1 are the same. They don’t depend on the organization of nodes of graphs $G_1$, $G_2$, $G_3$, $G_4$, and $G_5$. Unlike Jaccard’s measure, our measure is structural and not a "surface measure", it takes into account the structural aspect of compared objects, which is clearly reflected through the values of the third column of Table 1. Indeed, our measure is based on a weighting function (2) taking into account the hierarchical and contextual aspects. Measuring of [11] calculates the degree of inclusion of a given graph in another. It doesn’t evaluate the similarity between two graphs. The weighting function proposed by the author favors the son node (level $n+1$) on the parent node (level $n$). We note that according to this measure, the similarity between a graph $G$ and a graph $G'$ which contains it is equals 1 and that whatever $G'$ is (e.g., lines 1 and 2 in column 2 of Table 1. In fact, it is difficult to interpret the result as $\text{Sim}(G, G') = 1$. Unlike the measure of [11], our measure penalizes the non-matching components (nodes and arcs) of the graph $G'$. Specifically, our measure allows evaluating the inclusion in either direction ($G \subseteq G'$ and $G' \subseteq G$).

5. STRUCTURAL CLUSTERING OF MULTI-STRUCTURED DOCUMENTS

In [12], the model $\text{MVDM}$ allows a rich representation of the multi-structured documents and that this wealth can be exploited to classify multi-structured documents. Within the framework of $\text{MVDM}$, the problem of classification results in the problem of attachment (example, Figure 1) of a specific view of a given document to the generic view the most structurally similar. The choice of the generic view, of the documentary warehouse the most structurally similar to which specific view must be attached, is based on the comparison of the latter with all the generic views of the documentary warehouse.

![Figure 5: Example of extracting a specific view then the document representative](image)

- Vsp: is a specific view of the document "labo.xml".
- Rep_d: a generic representative of Vsp.
- "o": cardinality; means optional component.
- "*": cardinality; means one or more.

In our previous works [7], we have presented the steps of our document integration process in the documentary warehouse. Due to the lack of space, we couldn’t show in detail our approach to structural clustering, but we refer the reader to these works. The basic idea of our integration process of a new multimedia document is to extract the specific view Vsp of this document then its representative, which materializes the generic representation of Vsp. The representative Rep_d (e.g Figure 5) thus obtained is subsequently used in the comparison process. The comparison process consists of calculating the similarity between Rep_d and each generic view Vg of Dw_g (e.g Figure 1). Then, depending on the results of this step either aggregating Vsp in the cluster most similar (attach the specific components nodes and relationships of the document to the generic components structurally similar to Vg, example Figure 1) or create a new cluster. Clusters aren’t defined previously; they are
created automatically along with the integration of documents.

**Definition 3**

Let $G$ and $G'$ be two directed labeled and ordered graphs. $G$ and $G'$ are structurally similar (according to our measure) if and only if: $\text{Sim}(G, G') \geq \text{Sim}_\text{thresh}$; where $\text{Sim}_\text{thresh}$ is a similarity threshold (parameter fixed previously).

For example (Figure 2), with $\text{Sim}_\text{thresh} = 0.82$ the graphs $G_1$ and $G_4$ are similar.

6. EXPERIMENTAL RESULTS

We have studied the impact of the similarity threshold on the quality of classes generated by our clustering process. To do this, we conducted three series of tests on the same corpus of 1606 documents extracted randomly from the INEX 2007 corpus and the corpus of descriptive records of books in XML format from the library of the University of Toulouse 1 Capitole.

**Table 2: Description of the used corpus.**

<table>
<thead>
<tr>
<th>Number of documents</th>
<th>1606</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total number of nodes</td>
<td>38138</td>
</tr>
<tr>
<td>Total number of elements</td>
<td>21814</td>
</tr>
<tr>
<td>Total number of attributes</td>
<td>16324</td>
</tr>
<tr>
<td>Average number of nodes/Vsp</td>
<td>23.75</td>
</tr>
<tr>
<td>Average number of paths / Vsp</td>
<td>8.86</td>
</tr>
<tr>
<td>Average profoundness / Vsp</td>
<td>6.06</td>
</tr>
</tbody>
</table>

In the three series of tests, we varied the similarity threshold to 78%, 80% and 82%. The tables in each of our experiences will show the following:

- **NbVsp**: the number of specific views attached per cluster;
- **Nb Nodes**: the number of nodes of type elements per cluster;
- **Nbpath**: the number of paths per cluster;
- **ProfMy**: average of profoundness of the specific views attached;
- **SimMy**: average of the intra-cluster similarity;
- **Ect_Typ**: the standard deviation intra-cluster.

With a similarity threshold of 78% (classif78), the 1606 documents are grouped into 40 clusters (Table 3).

**Table 3: Clustering results (classif78)**

<table>
<thead>
<tr>
<th>Ci</th>
<th>NbVsp</th>
<th>Nb Nodes</th>
<th>Nbpath</th>
<th>ProfMy</th>
<th>Ect_Typ</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>30</td>
<td>621</td>
<td>246</td>
<td>0.88</td>
<td>0.06</td>
</tr>
<tr>
<td>C2</td>
<td>20</td>
<td>367</td>
<td>135</td>
<td>0.95</td>
<td>0.01</td>
</tr>
<tr>
<td>C3</td>
<td>22</td>
<td>436</td>
<td>218</td>
<td>0.83</td>
<td>0.03</td>
</tr>
<tr>
<td>C4</td>
<td>23</td>
<td>748</td>
<td>98</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C5</td>
<td>85</td>
<td>1514</td>
<td>607</td>
<td>0.98</td>
<td>0.00</td>
</tr>
<tr>
<td>C6</td>
<td>40</td>
<td>940</td>
<td>364</td>
<td>0.95</td>
<td>0.03</td>
</tr>
<tr>
<td>C7</td>
<td>105</td>
<td>2479</td>
<td>583</td>
<td>0.98</td>
<td>0.02</td>
</tr>
<tr>
<td>C8</td>
<td>67</td>
<td>1056</td>
<td>419</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C9</td>
<td>13</td>
<td>319</td>
<td>121</td>
<td>0.96</td>
<td>0.02</td>
</tr>
<tr>
<td>C10</td>
<td>42</td>
<td>1084</td>
<td>518</td>
<td>0.95</td>
<td>0.03</td>
</tr>
<tr>
<td>C11</td>
<td>56</td>
<td>1244</td>
<td>395</td>
<td>0.97</td>
<td>0.02</td>
</tr>
<tr>
<td>C12</td>
<td>30</td>
<td>654</td>
<td>251</td>
<td>0.83</td>
<td>0.03</td>
</tr>
<tr>
<td>C13</td>
<td>18</td>
<td>467</td>
<td>181</td>
<td>0.89</td>
<td>0.02</td>
</tr>
<tr>
<td>C14</td>
<td>6</td>
<td>143</td>
<td>70</td>
<td>0.91</td>
<td>0.01</td>
</tr>
<tr>
<td>C15</td>
<td>33</td>
<td>810</td>
<td>327</td>
<td>0.95</td>
<td>0.02</td>
</tr>
<tr>
<td>C16</td>
<td>29</td>
<td>523</td>
<td>194</td>
<td>0.98</td>
<td>0.02</td>
</tr>
<tr>
<td>C17</td>
<td>26</td>
<td>478</td>
<td>174</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C18</td>
<td>18</td>
<td>425</td>
<td>186</td>
<td>0.95</td>
<td>0.01</td>
</tr>
<tr>
<td>C19</td>
<td>34</td>
<td>827</td>
<td>248</td>
<td>0.99</td>
<td>0.01</td>
</tr>
<tr>
<td>C20</td>
<td>30</td>
<td>539</td>
<td>216</td>
<td>0.99</td>
<td>0.02</td>
</tr>
<tr>
<td>C21</td>
<td>29</td>
<td>529</td>
<td>189</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C22</td>
<td>7</td>
<td>133</td>
<td>63</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C23</td>
<td>13</td>
<td>281</td>
<td>86</td>
<td>0.99</td>
<td>0.00</td>
</tr>
<tr>
<td>C24</td>
<td>22</td>
<td>474</td>
<td>156</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C25</td>
<td>8</td>
<td>191</td>
<td>53</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C26</td>
<td>29</td>
<td>645</td>
<td>220</td>
<td>0.98</td>
<td>0.00</td>
</tr>
<tr>
<td>C27</td>
<td>42</td>
<td>1028</td>
<td>305</td>
<td>0.98</td>
<td>0.00</td>
</tr>
<tr>
<td>C28</td>
<td>72</td>
<td>1399</td>
<td>508</td>
<td>0.96</td>
<td>0.02</td>
</tr>
<tr>
<td>C29</td>
<td>145</td>
<td>3339</td>
<td>1273</td>
<td>0.96</td>
<td>0.02</td>
</tr>
<tr>
<td>C30</td>
<td>10</td>
<td>232</td>
<td>124</td>
<td>0.91</td>
<td>0.01</td>
</tr>
<tr>
<td>C31</td>
<td>12</td>
<td>255</td>
<td>130</td>
<td>0.95</td>
<td>0.02</td>
</tr>
<tr>
<td>C32</td>
<td>44</td>
<td>1257</td>
<td>242</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C33</td>
<td>17</td>
<td>2170</td>
<td>991</td>
<td>0.98</td>
<td>0.01</td>
</tr>
<tr>
<td>C34</td>
<td>5</td>
<td>546</td>
<td>288</td>
<td>0.97</td>
<td>0.02</td>
</tr>
<tr>
<td>C35</td>
<td>2</td>
<td>204</td>
<td>115</td>
<td>0.99</td>
<td>0.01</td>
</tr>
<tr>
<td>C36</td>
<td>4</td>
<td>509</td>
<td>241</td>
<td>0.95</td>
<td>0.01</td>
</tr>
</tbody>
</table>

With a similarity threshold of 80% (classif80), the 1606 documents of the corpus are grouped into 42 clusters (Table 4).

**Table 4: Clustering results (classif80)**

<table>
<thead>
<tr>
<th>Ci</th>
<th>NbVsp</th>
<th>Nb Nodes</th>
<th>Nbpath</th>
<th>ProfMy</th>
<th>Ect_Typ</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>171</td>
<td>3850</td>
<td>1431</td>
<td>0.98</td>
<td>0.00</td>
</tr>
<tr>
<td>C2</td>
<td>34</td>
<td>729</td>
<td>310</td>
<td>0.86</td>
<td>0.02</td>
</tr>
<tr>
<td>C3</td>
<td>186</td>
<td>4222</td>
<td>1770</td>
<td>0.86</td>
<td>0.01</td>
</tr>
<tr>
<td>C4</td>
<td>21</td>
<td>471</td>
<td>195</td>
<td>0.97</td>
<td>0.02</td>
</tr>
</tbody>
</table>
After examining the results represented in Table 4 (generated clusters and specific views component each cluster) of classif80, we have given for each cluster (of classif80) its homologous cluster of classif78 (Table 3). Then we have noticed the emergence of two new clusters. In comparison with the results of classif78, we have noticed an improvement of the average similarity intra-cluster and a considerable optimization of the standard deviation (Ect_Typ) of intra-cluster of clusters which have undergone changes: lines 5, 7 and 16 of Table 4. In return, the number of generated clusters increases.

With a similarity threshold of 82% (classif82), the 1606 documents are grouped into 43 clusters (Table 5).

After examining the results in Table 5 (generated clusters and specific views component each cluster) of each clustering classif80 and classif82, we have given for each cluster its homologous cluster of classif80 (Table 4). Then we noticed the emergence of a new cluster that grouping 5 specific views (Table 5).

7. CONCLUSION

This paper is a continuation of our works on the structural clustering of multi-structured multimedia documents. In this work, we have presented in detail our similarity measure and we have studied the impact of the similarity threshold (a parameter fixed a priori) on the resulting clusters.

Our clustering approach is not based on a "surface similarity", it's based on a structural similarity taking into account the relationships (supplementary information) between the components of the documents to compare. We consider that the relationship between two components is a crucial parameter in our structural comparison process. In fact, the sense of a multimedia document depends not only on the structural elements but also on the relationship between these elements. The proposed measure is
based on a sub-graph isomorphism that relies on the path matching. This allows keeping the contextual and hierarchical aspects of the matched components.

Along with the construction of clusters, generic views may be transformed [7]. These transformations may lead to an approximation of those clusters or even to their overlapping. To maintain the discriminating power of clusters (generic views), we must ensure that they are sufficiently distant. In this context, we have proposed to use an inter-cluster threshold. This allows maintaining the cluster stability. Moreover, increasing the dissimilarity between clusters can reduce noise and increase the clustering precision.

In our future works, we will study the impact of inter-cluster threshold on clusters generated by our clustering process and we will show in detail the cost of transforming generic views (representatives of clusters).
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