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ABSTRACT 

 

Content based image retrieval (CBIR) depends on several factors, such as, feature extraction method (the 

usage of appropriate features in CBIR), similarity measurement method and mathematical transform 

(chosen to calculate effective features), feedback usage and etc. All these factors are important in CBIR to 

enhance image retrieval accuracy and effort. An efficient retrieval mechanism can be achieved by 

improving some of its influencing factors. For this purpose, this paper provides a brief review of the factors 

that have an impact (positive or negative) on the CBIR. The usage of low-level image features such as 

shape, texture and color are assembling information from an image for recuperation. In this paper, various 

spectral methods of texture features extraction are discussed. In addition, all the current methods of 

demonstrating image texture features in the modern literature have been investigated for the purpose to 

achieve the research’s aim (to discover the most adequate features in CBIR that support image retrieval 

quality and retrieve the relevant images to the query image ). This paper also addresses the shortcomings of 

one spectral approach and the solutions provided by another approach for finding the most effective 

approach in texture feature representation. 

Keywords: Image retrieval, Texture feature, Low level features, Features extraction, Features influencing 

factors, spectral features, DCT, DWT,GFT . 

 

1. INTRODUCTION  

 

There are many large resources on the web sites, 

which are used by users to create and store images. 

An efficient way for management and search these 

images is highly demanded. Therefore, finding 

efficient image retrieval mechanisms has become a 

wide area of research interest. Image retrieval 

method searches and retrieves images from large 

image databases [1]. A simplified general model of 

a content-based image retrieval (CBIR) system 

based on query-by-example (QBE) is presented in 

Figure 1. 

For the last few decades, researchers have been 

working on image retrieval processes and made 

important developments in two domains, i.e. text 

based image retrieval (TBIR) and (CBIR).  

According to TBIR method, users use keyword 

or description to the images as query for the 

retrieval relevant images to the keyword. Text 

based retrieval has several disadvantages. First of 

all, there are more chances of errors in labeling by 

different annotators according to their 

understandings about image contents. For example, 

an image consisting of grass and flowers might be 

labeled as either ‘grass’ or ‘flower’ or ‘nature’ by 

different people. Second, the process is subjective 

because too much time is consumed in annotating 

each image in large databases [1]. Third, the 

process of image tagging in large databases is 

highly error prone. These all lead to the result that 

TBIR cannot achieve high level of efficiency and 

effectiveness. 

 

 
 

Figure 1: CBIR model (simple and general system) 

Content based image retrieval is also called 

Query By Image Content (QBIC) [3]. In early 
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1990’s the term CBIR was originated [1]. CBIR is 

an automated technique, in which the input is an 

image as query while the output is a set of images 

similar to the input or query. Low-level image 

features like texture, color, and shape are extracted 

from the database images to define them in terms of 

their features. Images of the same category are 

expected to have similar characteristics. Thus, on 

the basis image features when similarity 

measurement is performed, the retrieval 

performance achieved high level of peformance.  

CBIR has many merits over the traditional text 

based retrieval. Due to the use of the visual 

contents of the query image in CBIR [1], more 

efficient and effective way to find relevant images 

than text based annotations searching. In addition, 

CBIR also eliminated the time wasted in manual 

annotation process of text based approach. These 

merits motivated the researchers to employ the 

CBIR technique.  

Among the low level image features, texture has 

been shown to be effective and objective in CBIR. 

A variety of techniques have been developed for 

extracting texture features, broadly classified into 

the spatial and spectral methods. The spatial 

approaches mostly rely on statistical calculations of 

the image. Unfortunately, these statistic techniques 

are sensitive to image noise and have insufficient 

number of features [4]. On the other hand, spectral 

methods of texture analysis are robust to noise. The 

discrete cosine transform [5], multiresolution (MR) 

methods such as, Gabor filters [6-8] and wavelet 

transform [9-11] for texture representation are used 

by the spectral approaches. The problem of these 

spectral methods is that edge information of an 

image are not effectively captured and this main 

reason for searching a more effective multi-

resolution spectral approaches to overcome the 

edge problem. 

In CBIR system the important issues are [1] 

• Image database selection 

• Similarity measure 

• Evaluation of the retrieval process and 

performance 

• Image features extraction (Low-level). 

In the next section, we describe the use and 

effects of these factors on CBIR with reference to 

recent research. 

 

 

2. IMAGE DATABASE SELECTION 

To ensure the quality of research it is necessary 

to select a proper dataset as it plays an important 

role in the CBIR performance. Based on the 

research objectives, choosing a proper database is 

necessary to establish a relevant analysis of various 

CBIR techniques.  

For any database, it is important to determine the 

ground truth, on the basis of which retrieval is 

performed and performance is measured. Size and 

variety are other two properties of a database, 

which also affects the retrieval outcome. If the 

database size is large consisting of multivariate 

images, a good retrieval result ensures the 

acceptance of the database as well as the implied 

method as a standard. Retrieval result varies 

significantly by selecting different databases as the 

ground truth definition, size, and variety of the 

databases are different. From recent literature, we 

find a subset of Corel database [22] that has been 

mostly used by the retrieval systems for color 

images and the Brodatz database [23] has been 

taken as a standard of texture analysis and texture 

studies [7, 24- 27]. For the Brodatz album, the 

ground truth is, there are 112 categories of textures 

each of which consists of 16 similar but non-

overlapping textures. This database contains both 

man-made and natural textures, so the large 

collection of diverse varieties of textures is a good 

source of texture based retrieval study. Brodatz 

database has already been used in many texture 

based image retrieval [7, 15, 25, 28, 29] to 

benchmark the CBIR performances. For all these 

reasons Brodatz database is appropriate for texture 

based CBIR and texture analysis. 

3. SIMILARITY MEASUREMENT 

 

Once features are extracted from all the images 

including in the database and from the query image, 

the similarity measurement becomes the crucial 

issue in CBIR.  

Similarity measurement, the process to find the 

difference or similarity between the images of the 

database and the input or query image using their 

features. The database image list is then sorted 

based on distance ascending order against the query 

image and the same pattern is followed during 

retrieval of the images. There are various methods 

of calculating this distance, such as the, Jeffrey-

Divergence, Kullback-Leibler divergence, 

Mahalanobis distance, Quadratic form distance,  

and Minkowski-Form distance [1].  
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The L2 distance, also known as Euclidean 

distance, is one variety of the Minkowski- Form 

distance [1]. In many CBIR approaches the L2 

distance is used. It is applicable when the image 

feature vector elements are equally important and 

the feature vectors are independent of one another. 

The Euclidean distance has been used in shape-

based CBIR [30], retrieval using wavelet transform 

[11], color and texture image retrieval using 

weighted wavelet descriptor [10], Netra region is 

based on color, texture, shape and spatial location 

information, i.e. means that regional based system 

of image retrival  [31], etc. Therefore, Euclidean 

distance has been taken as a standard to similarity 

measurement in CBIR process. 

4. EVALUATION METHODS OF CBIR 

PERFORMANCE 

 

The degree of retrieval accuracy achieved by a 

system is important to know about its performance. 

If the accuracy is satisfactory and the technique’s 

results are promising then the technique can be 

used as benchmark. In CBIR, the statistical metrics 

precision-recall to note or validate the retrival 

accuracy and is widely used measurement method. 

Mostly, recent literature [6, 32-34] for measuring 

the performance of image retrieval used precision-

recall. Precision “P” is the ratio of the retrieved 

relevant images (Number), i.e. “r” to the all the 

retrieved images (Number), i.e. “n” from the 

database [1]. Precision is used for measuring the 

retrieval accuracy as shown in equation 2.1. 

 

Recall, “R” is the ratio between the retrieved 

relevant images (Number), i.e., “r” to the total the 

relevant images (Number), i.e. “m”, in the whole 

database. Mathematically expressed as equation 

2.2. 

 

The value of precision fall with the rise of recall 

value. A system is said to be ideal, if the precision 

and recall values remain high. However, no such 

image retrieval system exists which gives the 

mentioned accuracy. Precision-recall pair is a good 

standard of performance evaluation and when the 

database type is known then this pair find out good 

results, which are meaningful. Those data sets 

which were collected by the users by themselves 

using user generated images, the results are varying 

due to different human concepts of image 

classification. 

5. FEATURES IN CBIR (LOW-LEVEL) 

 

A number of low-level image features can be 

extracted from an image. Detailed study on image 

features are presented in [1, 35]. Some commonly 

used low-level image features in recent literature 

includes the application of color, texture, shape, 

spatial location, etc. Some CBIR approaches use a 

combination of more than one low-level feature to 

improve retrieval performance. In this section we 

briefly describe the features used in recent CBIR 

researches and their impacts. 

5.1 Color  
Color is one of the most prominent visible 

properties of an image and each pixel of image 

contains a different value for color. As human 

vision perception can easily distinguish different 

colors, application of color features has widely 

been accepted in numerous CBIR applications. 

Before generation of a color descriptor, it is 

necessary to define a suitable color space. From the 

recent literature, we find HSV or HSL or HSB, 

YCrCb, CIE-L*u*v*, CIE-L*a*b* are popularly 

used in CBIR [10, 16, 32, 36-38]. 

Various color spaces have already been 

developed and used for different purposes in image 

processing. In some retrieval approaches, color 

features are combined with texture features to 

obtain a better performance [10, 36-38]. For 

convenience in color feature extraction process, 

color space conversion processes have been 

introduced. The transformation from RGB to HSV, 

HSB or HSL space is described in [39] whereas 

RGB – Lab space, i.e. CIE-L*a*b* or CIE-L*u*v* 

conversion is shown in [40]. Among the color 

spaces, HSV is more useful in measuring 

perceptual similarity. The color descriptors, which 

are used frequently, i.e. the histogram, moments, 

coherence vector, and the correlogram of color. 

Sometimes more than one color descriptors are 

used for image retrieval, e.g., in [37] all the color 

descriptors mentioned are used to retrieve 

cervicographic images to detect cancer cell 

patterns. Generally, different objects of the same 

color are expected to have different texture patterns. 

Therefore, color feature alone is not enough to 

differentiate images. Color feature in combination 

with other features such as texture and shape 

provides more accurate CBIR performance.  
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Another low-level feature that can easily be 

identified by human is shape. Often, using color 

and texture features combined make it harder to 

distinguish the shape of separate objects in an 

image. Eventually, it becomes difficult to define the 

shape clearly. Shape descriptions can be of two 

types, i.e. region based and boundary based [1].  

The shape description based on boundary considers 

the shape of the outer boundary only, includes the 

application of Fourier shape descriptors, finite 

element models, polygonal approximation and 

rectilinear shapes. Region-based shape description, 

which considers the entire region of a defined 

shape, includes moment invariants to translation, 

rotation and scale [1]. Fourier descriptors have been 

used in 2-D shape classification and have 

performed better than autoregressive modeling 

based shape descriptor [41]. Usually the shape 

features are useful after segmenting the image. Due 

to the difficulties related to using robust and 

accurate segmentation algorithm, only limited 

applications of shape features are found in CBIR. 

5.2 Spatial Location  
Spatial location helps to resolve the ambiguity in 

defining objects in an image or defining difference 

between images due to color and texture similarity 

[1]. Sometimes blue sky and sea may possess the 

same texture and color histogram, thereby making 

it difficult to distinguish them. The ambiguity can 

be resolved when the word ‘top’ is used for sky and 

‘bottom’ is used for sea to specify their spatial 

location. 

5.3 Texture 
Texture is visually a prominent property of an 

image. Texture (low-level feature) plays a vital role 

in CBIR and classification. It is difficult to define a 

texture. All the natural images have different kinds 

of objects. The careful observation of these objects 

within the image shows that they have different 

surface patterns. More simply, the texture is defined 

as the surface pattern of an object in the image or 

all the image’s pattern on its surface. e.g, the 

repetition of patterns (similar) on some objects like 

brick built wall, some objects have directional 

patterns like a grass field and some objects contain 

no regular patterns like soil, fractal and sky. 

Identical texture patterns occur when dealing with 

similar images, thus, for CBIR the texture features 

are essential.  

According to the categorization of approaches 

used for texture feature extraction are spanned on 

only two domains, i.e. spatial domain and spectral 

domain. The classification of texture features 

presented diagrammatically in Fig. 2 . 

 

Figure 2: Classification of texture features extraction 

methods 

Methods based on spectral domain like the multi-

resolution simultaneous autoregressive model [44] 

Gabor filters [14, 43], multi-resolution wavelet 

[42], and discrete cosine transform [5], are luckily 

unsusceptible to noise. As a result, the mentioned 

transforms have been used for representation of 

image textures extensively. Candès and Donoho 

have developed a new multi-resolution, which is 

the discrete curvelet transform, [12] and in an 

image highlights the edges successfully. DCT [19], 

is effectively used for de-noising the images. 

Spectral domain texture features in CBIR have been 

extensively used because of the superiority of these 

features over spatial methods.  

In the next section, the most popular spectral 

domain approaches of texture features extraction 

are discussed. 

6. SPECTRAL FEATURES 

 

Spectral approaches already used in CBIR for 

texture feature extraction are discussed under this 

topic. As compare to human in distinguishing two 

different images, a machine needs a lot of image 

discriminatory information to be pre-processed and 

stored to become automatic system. The 

mathematical transform is used in many spectral 

approaches to find the prominent texture 

characteristics of an image. There are many 

effective transforms for texture features extraction, 

which are discussed next and their acceptance in 

CBIR approaches is elaborated. 

6.1 Fourier Transform (FT) 
The purpose of FT is to convert a time-domain 

signal into the frequency-domain. Fourier analysis 

is used to measure the frequency components of a 

signal in FT domain. A 2-D image f (x, y) is 

Right Margin 

1.25 
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presented in the discrete Fourier transform as 

through equation 2.3 [45]: 

 

Where, for an M × N  image the x= 0,1, 2,...,M 

−1 and y = 0,1, 2,..., N −1. 

The pattern information of an image are collected 

from frequency components through the Fourier 

transform easily as presented in Fig. 3. 

 

Figure 3: (Left) Lena image (512x512 Original),  (right) 

its  FT 

The texture features of an image at specific 

location are represented by frequency components 

in the FT. Images which are used in CBIR have 

high frequency components and these are the main 

distinguishing factors in extraction of texture 

features.  Thus, the specific locations frequency 

information are required for distinguishing images 

in CBIR. However, FT only captures the global 

spectral features but the exact location information 

of these features are not provided [46]. 

 Texture pattern information are not properly 

provided by the Fourier transform in 2-D space. In 

the Fourier domain two images having completely 

different contents have similar patterns as shown in 

Fig.4. The Fourier spectra have similar patterns in 

Fig.4 (a) and (b) while the original images are 

different.  In CBIR process the spectral pattern 

presented in Fig.4. (a) and (b) are considered 

similar while human perception can differentiate 

them easily. 

 

Figure 4: (a, b) Original image (left) and Fournier 

transform (right) 

Therefore, Fourier transform is functional only 

when spectral features of the signal are taken into 

consideration but not their exact location of 

occurrence. It has been used to extract the shape 

features for the purpose of image retrieval [41]. 

However, in using texture for content based image 

retrieval, the frequency components and the exact 

location of the different frequencies are equally 

important in distinguishing images. Thus, for 

texture based CBIR the Fourier transforms are not 

applicable directly in. 

6.2 Discrete Cosine Transform (DCT) 
In the same way as discrete FT obtained the DCT 

coefficients are obtained by transforming a signal or an 

image from spatial domain to frequency domain for 

different purposes in image processing. Suppose a 2-D 

discrete cosine transform of an image f (x, y) of size n× n 

is defined as given in equation 2.4 [5]: 

 

Where u, v = 0, 1, 2… n-1. 

DCT for image and video compression is an effective 

technique. The reason behind the DCT popularity for data 

compression is that it preserves the image energy in the 

low frequency [47]. DCT can be found in different 

approaches for texture, color and shape features 

extraction [48]. Similar to FT, the local feature’s details 

are ignored by the DCT while extracting the texture 

features. Therefore, for CBIR the DCT approach is not 

suitable. 

6.3 Gabor Filters Transform (GFT) 
GFT demonstrates the edges of an image 

effectively using multiple orientations and scales, 

which makes it a good multi-resolution method. In 

image processing most frequently used the Gabor 

filters and mammalian perceptual vision have 

similar spatial property. GFT builds a filter bank 

containing Gabor filters with different orientations 

and scales. Then, the image is convolved with the 

filters. The Gabor filters transform is defined by the 

given equation [7]: 

 

Where, filter mask size variables are “s” and “t”, 

1 x = x − s and 1y = y − t. The scale and orientation 

of Gabor wavelet are represented by “m” and “n” 

respectively. The g(x, y), mother Gabor wavelet 

and its FT G(u, v) are defined as [7]: 
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Where, W represents the modulation frequency 

and 1/ 2 u x σ = πσ, 1/ 2 v y σ = πσ. The rotation 

and dilation of the mother Gabor wavelet can be 

resulted in same Gabor filters [7]: 

 

Where a >1, θ = nπ / K, K represents total 

orientations. The parameters a, u σ and v σ can be 

defined as [7]: 

 

6.4 Discrete Wavelet Transform 
 Wavelet transform is introduced with the 

advancement in multiresolution transform research. 

Discrete wavelet transform is one of the most 

promising multiresolution approaches used in 

CBIR. It has the advantage of a time-frequency 

representation of signals where Fourier transform is 

only frequency localized. The location, at which a 

frequency component of an image exists, is 

important as it draws the discrimination line 

between images. Given an image f (x, y), its 

continuous wavelet transform is given by [58]: 

 

Where a wavelet with scale parameter 1 2 a , a 

and position parameter 1 2 b ,b can be described as 

follows: 

 

The window size differs at each resolution level, 

which is unlike the FT and STFT when the wavelet 

transform is applied to an image. Three detail 

images are yielding, presenting the local changes in 

horizontal, vertical and diagonal direction because 

the original image is high-pass after applying the 

discrete wavelet transform. After high-pass filtering 

the image is then pass from low-pass filtering 

yielding an approximation image which is again 

filtered in an identical way to generate high and low 

frequency subbands at the next lower resolution 

level. The continued process stops until the 

complete image is treated or a level is determined 

as the lowest decomposition. This method is called 

down sampling. 

The whole decomposition process offers an array 

of DWT coefficients achieved from each subbands 

at each scale. For the image’s texture patterns the 

DWT coefficients are examined. Wavelet subbands 

obtained from the Lena image using 4 

decomposition levels are shown in Fig. 2. 

Due to its good image texture representation 

capability, wavelet transform have many 

applications in image processing, e.g., texture 

analysis, CBIR methods [10, 11], texture 

classification and image deconvolution. The 

wavelet transform in [48] yielding much higher 

texture classification rate and retrieval accuracy 

than discrete cosine transform or spatial 

partitioning. Furthermore, Ma et al. applied and 

compared the retrieval performance of different 

wavelet and Gabor filters texture representations in 

[28] where Gabor filters perform better than other 

wavelet methods.  Yuan et al. proposed a mixed 

Gaussian statistical model in [46] to represent the 

wavelet features and implemented it in Brodatz 

texture retrieval. This model has been introduced to 

extract texture features from each subband at each 

scale of the wavelet spectral domain. The outcome 

of this texture representation has been compared 

with other representations, including PWT, TWT, 

and the Gabor filters. From this comparison, it is 

found that discrete wavelet feature extraction time 

and descriptor size are less than that of Gabor filters 

but the retrieval result are not as good as Gabor 

filters. A weighted standard deviation wavelet 

texture descriptor has been presented in [10]. To 

retrieve color images the mentioned texture 

descriptor has been combined with color features. 

For texture image retrieval, Sitaram and Kapil [10] 

applied discrete wavelet transform to all the 

database images including the query image. Then a 

3l+2 dimensional features vector is generated from 

each image where l is the number of levels of 

wavelet decomposition. Higher weights are 

assigned to lower scale subbands under the 

assumption that high frequency components at low 
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levels are expected to contain more texture 

discriminating information.  

 

As compared to Gabor filters, the discrete 

curvelet transform completely covers the spectral 

plane and contains more scales and orientations in 

the frequency domain. At each scale in the Gabor 

filters, the numbers of orientations decreases 

however, in parallel curvelet transform the 

orientations are more as the level of resolution 

surges for the purpose to seized more directional 

information from high frequency components. 

 

7. CONCLUSION 

 

In this paper, the key issues involved in content 

based image retrieval are elaborated, i.e. selection 

of image database, features selection (low-level, 

i.e., color, texture, shape, spatial location 

representation, image similarity measurement 

methods, performance evaluation and the spectral 

approaches) used in image retrieval based on 

texture. From the state-of-the-art methods, the 

effective texture features of an image are 

investigated. In addition, it is discovered that the 

combination of image features gives a boost to the 

outcome of CBIR. To emphasis the discussion on 

texture, the spatial and the spectral approaches of 

texture features analysis are discussed to show the 

superiority between them. It is noted that spectral 

are superior then spatial texture feature approaches.  

In addition, an effort has been made to provide an 

overview of the spectral texture representations 

used in latest literature. These texture 

representations are presented with their merits and 

demerits. We also described the applications and 

performance of these spectral methods in many 

image retrieval and texture representations. It is 

concluded that multi-resolution approaches are the 

most effective in texture features representation. 

We also found the limitations of Gabor filters and 

wavelet transforms and as future work suggested 

that using multi-resolution approach with advance 

wavelet transform in terms of improving the 

accuracy for texture based image retrieval.  
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