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ABSTRACT
This paper considers the Quadratic Assignment Problem (QAP) as one of the most important issues in optimization. This NP-hard problem has been largely studied in the scientific literature, and exact and approximate (heuristic and meta-heuristic) approaches have been used mainly to optimize one or more objectives. However, most of these studies do not consider or are not tested in real applications. Hence, in this work, we propose the use of Sule’s Method and genetic algorithms, for a QAP (stated as a facility Layout Problem) in a real industry application in Colombia so that the total cost to move the required material between the facilities is minimized. As far as we know, this is the first work in which Sule’s Method and genetic algorithms are used simultaneously for this combinatorial optimization problem. Additionally the proposed approach was tested using well-known datasets from the literature in order to assure its efficiency.
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1. INTRODUCTION

In order to improve competitiveness, manufacturing and service companies require to constantly implement formal procedures to optimize their processes. In this regard, Quadratic Assignment Problem (QAP) formulation is very important because it helps the decision maker to represent real life situations. The QAP tackles the problem of assigning N facilities to N locations; each of these assignments implies a certain cost. QAP formulation is useful to address problems such as airport terminal location, keyboard design, facility layout problems, among others. Particularly the Facility Layout Problem (FLP) is considered one of the most critical problems in the conformation of a new industry. Basically, it tackles the allocation of several resources in different settings [2], and is a problem in which numerous components have to be considered; for instance, distance and costs between the resources and the flow of materials. As these two are determining factors, it is essential to generate the mathematical formulation of the problem based on them. [5]

According to this, one of the conventional methods to determine a facility layout conformation was proposed by Dileep Sule. According to a basic goal: to obtain a neat and practical set –up of work stations, in order to reduce the movement of materials and people to a minimum level, which at the same time gives the possibility to have enough work in process.

It has been proved that the QAP belongs to the class NP-hard [6] and it is believed that this problem cannot be solved to optimality within polynomial bounded computation times even for smaller size problems, i.e. number of facilities less than or equal to 20 [7], the exact and conventional methods of resolution such as linear programming, integer and mixed programming, among others, are not efficient in terms of computing time to reach the optimal solution. Therefore, it becomes necessary to use alternative approaches to solve these problems in a reasonably
short time, even more if these decision have to be made daily. Meta-heuristics are within these approaches, and consist of formal procedures that are developed in order to overcome this difficulty encountered with traditional methods. Meta-heuristics solve instances of problems that are believed to be hard in general, by exploring the usually large solution search space of these instances. These algorithms achieve this by reducing the effective size of the space and by exploring that space efficiently. The most common meta-heuristic procedures to solve combinatorial problems are: genetic algorithms, tabu search, ant colony and simulated annealing, among others.

Genetic Algorithms (GA) are included in the group of metaheuristics, which are characterized by using one, although random, structured search approximation. Its exploration process is based on the mechanism of natural evolution in which individuals who are more adapted to the environment, survive and prosper. The algorithm opens a space to the evolution of a new solution through mutation (creation of a new solution through the combination of two solutions in the population) by maintaining and using a series of solutions available.

One of the greatest advantages of GA’s by which it is considered superior when compared to other meta-heuristics, especially in facility layout problem [7], is that its search pattern focuses in a random and parallel way. It has been demonstrated that this search pattern gives a better performance when it has been compared to other serial approaches [7]. On the other hand, Genetic Algorithms can handle several parameters in a parallel way. This make them work properly when solving problems in which the space for solutions is very large.

In this paper is considered a real life application, analyzing the problem of locating facilities in the configuration of a new manufacture facility that is going to make diverse products for electrical, telecommunications and building infrastructures. The company of this case study is planning to build a new facility and has estimated the allocation of the different assets and areas using basic tools as the spaghetti diagram. Nevertheless they considered that it is necessary to optimize this initial solution. The decision making process of allocating these assets and areas is known as the Facility Layout Problem (FLP), which can be formulated as a Quadratic Assignment Problem (QAP). This NP-hard problem has been largely studied in the scientific literature, and exact and approximate (heuristic and meta-heuristic) approaches have been used mainly to optimize one or more objectives. However, the most of these studies do not consider real applications. Hence, in this work, we propose the use of Sule’s Method and genetic algorithms, for facility layout in this real industry so that the total cost to move the required material between the facilities is minimized. This paper shows preliminary and final results from the execution of this real case application.

To the best of our knowledge, this is the first work in which Sule’s Method and genetic algorithms are used simultaneously for this combinatorial optimization problem. According to [8], the utilization of initialization method to
generate an initial solution (or subpopulation) for the genetic algorithm, improve its performance obtaining better solutions in a shorter computational time. The proposed approach was useful for the analyzed company, but in order to prove the efficiency of the proposed model, computational experiments are carried out using well-known datasets from the literature. Results show the efficiency of our approach, and allow us to estimate the deviation against the optimum in this problem.

The rest of this paper is organized as follows: Section 2 is devoted to present the review of literature related to the solution of some particular facilities layout problems. Section 3 shows the formulation and mathematical model of the problem under study. Section 4 presents in detail the proposed hybrid approach, while Section 5 is devoted to computational experiments and the analysis of results. This paper ends in Section 7 by presenting some concluding remarks and suggestions for further research.

2. LITERATURE REVIEW

Many researchers in multiple disciplines have analyzed the optimization of the Facility layout Problem over the last decades; among them: [9], [2], [10] and [11], in which they present different surveys that expose various examples of methods to solve the Facility Layout Problem. In addition, [12] reviewed the state-of-the-art papers on facility layout problem with quadratic assignment model and mixed integer-programming models. More exhaustive surveys of the heuristic algorithms for the QAP can be found in [13], [14] and [15]. However, due to the intrinsic complexity in Facility Layout Problem, which are of the NP-hard type - like we previously said- the attention of the researchers is focused on the development of heuristics and metaheuristics for solving this problem with the less computational effort. These procedures can produce good answers within reasonable time constraints. There are following categories of heuristics for the QAP: construction methods, limited enumeration methods, improvement methods, and metaheuristics. Construction methods create suboptimal permutations by starting with a partial permutation which is initially empty. The permutation is expanded by repetitive assignments based on set selection criterion until the permutation is complete. The CRAFT (Computerized Relative Allocation of Facilities Technique), used for the layout of facilities was first introduced by [16]. Limited enumeration methods are motivated when one expects that an acceptable suboptimal solution can be found early during a brute force enumeration examination. Thus, due to the hardness of the QAP for heuristic methods [17], in recent times, this problem is a suitable testing platform for innovative intelligent optimization techniques or improvement methods like metaheuristics [18]. These methods work by starting with an initial basic feasible solution and then attempting to improve it. Therefore, approaches like: ant colony optimization [19], [20], [21] and [22]; evolution strategies [23], genetic algorithms [24], [25], [26], [27], [28] and [29]; greedy randomized adaptive search procedures [30]; hybrid heuristics [31], [32] and [33]; iterated local search [34]; simulated annealing [35], [36]; tabu search and very large-scale neighbourhood search [37], [38]. Thus, the design of the enhanced heuristic approaches for the QAP - which is also stimulated by numerous practical applications-, remains an active area of research.

3. PROBLEM FORMULATION

Considering that QAP formulation is useful to model the problem of allocating n facilities to n locations with the goal of optimizing one or more objectives, the objective of the FLP application considered in this study was to minimize the cost associated with the distance and flow between the facilities. Each of these assignments implied a certain cost. The determining factors for cost assignment are: distance and the flow of materials between facilities. As these two are determining factors, it is essential to generate the mathematical formulation of the problem based on them, in the following way:

\[ \min F = \min \left[ \sum_{i=1}^{n} \sum_{j=1}^{n} K_{ij} + \sum_{i=1}^{n} \sum_{j=1}^{n} C_{ij} \right] \cdot W_{ij} \]

With:

- \( i = 1, 2, 3, \ldots, n \)
- \( j = 1, 2, 3, \ldots, n \)

And:

- \( K_{ij} = f_{ij} \cdot d_{ij} \)
- If \( r_{ij} < 0 \rightarrow C_{ij} = |r_{ij}| + d_{ij} \)
- If \( r_{ij} \geq 0 \rightarrow C_{ij} = r_{ij} \cdot d_{ij} \)

Where:

- \( pt \): wo
rk station
n: amount of pt and facilities
$f_{ij}$: flow of materials from pt $i$ to pt $j$
$d_{ij}$: distance between facility $i$ and facility $j$
$r_{ij}$: proximity relation between pt $i$ and pt $j$

Variables:

$W_{ij} \begin{cases} 
1 & \text{If } i \text{ is assigned to } j \\
0 & \text{Otherwise}
\end{cases}$

$$
\sum_{i} W_{ij} = 1
$$

$$
\sum_{j} W_{ij} = 1
$$

$W_{ij} \in \{0,1\}$

To define $r_{ij}$ it is necessary to take into account that it can take negative values (because the non-desirable relation is quantified as a negative value. For this reason, two alternatives for the calculation of costs are given based on the proximity relation or $C_{ij}$, the formula $r_{ij} \cdot d_{ij}$, is done, since a negative $r_{ij}$ value which is calculated $r_{ij} \cdot d_{ij}$, would generate an inconsistency in the result of the target function, even if this is represented as an absolute value: $|r_{ij}| + d_{ij}$

Hence, a non-desirable relation should be weighed as a raise in the total cost which generates lower impact in the desirable relations. If the designer considers it appropriate, a non-desirable relation could also be quantified as a higher value in any desirable relation and in the formulation of $C_{ij}$ only $r_{ij} \cdot d_{ij}$ would be considered.

The variable $W_{ij}$ ensures that, firstly, all the working stations are used and, secondly, all the facilities have a assigned working station.

On the other hand, distance is calculated through the rectilinear norm: the distance between two points is not determined by the straight line that joins them, but, by the number of streets (making an analogy of the distance crossed by a car in a city) or positions (making reference to the generation of any initial solution to the problem) that should be crossed. It is formulated in the following way:

$$
d_{ij} = |X_i - X_j| + |Y_i - Y_j|
$$

Where:

$X_i$: Coordinate in $X$ from point $i$
$X_j$: Coordinate in $X$ from point $j$
$Y_i$: Coordinate in $Y$ from point $i$
$Y_j$: Coordinate in $Y$ from point $j$

4. PROPOSED APPROACH

4.1 Sule´s Conventional Method

In order to generate a preliminary facility distribution, [3] suggests the completion of a series of steps: (the tables and figures shown at this point are the results obtained from the practical exercise).

4.1.1. Establish the necessary content for each workstation, determining its area. The sum of these areas will determine the total required area. For this study, it is needed to make sure that the total required area does not exceed the total available area.

4.1.2. Determine the amount of material to be moved between workstations or by using a single unit of measurement in order to handle raw materials in a generic way, as well as product in process and finished goods. For the case of study of this paper, the unit Kg/Hour is used.

4.1.3. Closeness can be determined by the flow of materials, personal needs in multiple workstations, communication requirements, security restrictions and any other aspect to be considered.

4.1.4. Then a graphic display of the relationships table is generated. To do this, it is necessary to illustrate an initial arrangement of workstations by using a nodal diagram. Later, a grid or net representation in which the initial arrangement can be seen in the form of blocks is generated.

The representation of the solutions is shown in a matrix, as follows:

$$
\begin{bmatrix}
8 & 5 & 3 \\
6 & 1 & 2 \\
4 & 9 & 7
\end{bmatrix}
$$
The location of each working station can be represented through the matrix position. For instance, working station 8 is located in position 1,1 at the matrix and working station 7 is located in position 3,3.

Table 2: Available Area Vs Required Area.

<table>
<thead>
<tr>
<th>Facility</th>
<th>Length (m)</th>
<th>Width (m)</th>
<th>Area (m²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20.0</td>
<td>8.0</td>
<td>160</td>
</tr>
<tr>
<td>2</td>
<td>20.0</td>
<td>8.0</td>
<td>160</td>
</tr>
<tr>
<td>3</td>
<td>38.0</td>
<td>4.0</td>
<td>152</td>
</tr>
<tr>
<td>4</td>
<td>16.0</td>
<td>6.0</td>
<td>96</td>
</tr>
<tr>
<td>5</td>
<td>16.0</td>
<td>16.0</td>
<td>256</td>
</tr>
<tr>
<td>6</td>
<td>15.0</td>
<td>3.0</td>
<td>45</td>
</tr>
<tr>
<td>7</td>
<td>7.0</td>
<td>1.4</td>
<td>9.8</td>
</tr>
<tr>
<td>8</td>
<td>8.4</td>
<td>1.4</td>
<td>11.76</td>
</tr>
<tr>
<td>9</td>
<td>13.0</td>
<td>1.0</td>
<td>13</td>
</tr>
<tr>
<td>10</td>
<td>18.0</td>
<td>9.0</td>
<td>162</td>
</tr>
<tr>
<td>11</td>
<td>5.0</td>
<td>5.0</td>
<td>25</td>
</tr>
<tr>
<td>12</td>
<td>3.0</td>
<td>3.0</td>
<td>9</td>
</tr>
<tr>
<td>13</td>
<td>3.0</td>
<td>3.0</td>
<td>9</td>
</tr>
<tr>
<td>14</td>
<td>5.0</td>
<td>5.0</td>
<td>25</td>
</tr>
<tr>
<td>15</td>
<td>2.0</td>
<td>2.0</td>
<td>4</td>
</tr>
<tr>
<td>16</td>
<td>20.0</td>
<td>2.0</td>
<td>40</td>
</tr>
<tr>
<td>17</td>
<td>4.0</td>
<td>6.0</td>
<td>24</td>
</tr>
<tr>
<td>18</td>
<td>11.0</td>
<td>5.0</td>
<td>55</td>
</tr>
<tr>
<td>19</td>
<td>7.0</td>
<td>1.4</td>
<td>9.8</td>
</tr>
<tr>
<td>20</td>
<td>5.0</td>
<td>2.0</td>
<td>10</td>
</tr>
<tr>
<td>21</td>
<td>12.0</td>
<td>4.0</td>
<td>48</td>
</tr>
<tr>
<td>22</td>
<td>12.0</td>
<td>4.0</td>
<td>48</td>
</tr>
</tbody>
</table>

| Total required area | 1340.36 |
| Total available area (Parte) | 1482 |
| Complete available area | 2613 |

Table 3A: Relationship Nomenclature (from Sule D. 2001)

<table>
<thead>
<tr>
<th>Closeness Relationship Associated Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolutely Necessary</td>
</tr>
<tr>
<td>Primarily Important</td>
</tr>
<tr>
<td>Important</td>
</tr>
<tr>
<td>Ordinarily important</td>
</tr>
<tr>
<td>Without importance</td>
</tr>
<tr>
<td>Not Desirable</td>
</tr>
</tbody>
</table>

Table 3B: Associated Cost

<table>
<thead>
<tr>
<th>Closeness Relationship Associated Cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Absolutely Necessary</td>
</tr>
<tr>
<td>Primarily Important</td>
</tr>
<tr>
<td>Important</td>
</tr>
<tr>
<td>Ordinarily important</td>
</tr>
<tr>
<td>Without importance</td>
</tr>
<tr>
<td>Not Desirable</td>
</tr>
</tbody>
</table>

Table 4: Example of Sule’s Performance
4.2 Genetic algorithm (GA)

A Genetic Algorithm is a problem solving technique that uses the concepts of evolution and hereditary to produce good solutions to complex problems that typically have enormous search spaces and are therefore difficult to solve. Figure 2 illustrates the general phases of a GA. The biggest difference with other meta-heuristics is that GA maintains a population of solutions rather than a unique current solution. Solutions are coded as finite-length strings called chromosomes and a measure of their adaptation (the fitness) is computed by an engine. Starting from an existing population representing the initial solution of the problem, a set of iterations generate new chromosomes (solutions) by applying crossover and mutation operators, according to a probability, to two chosen parents. The main advantage of GA is its intrinsic parallelism, which allows the exploration of a larger solution space.

4.2.1 Solution Representation and Initial Population:

In a broad way, the genetic algorithm presented here is an optimization procedure that seeks to minimize the total cost of facility layout design proposed. Once the values of decision variables are found, the total cost is computed by the procedure shown in figure 2.

The structure of each individual in the solution is a chain of chromosomes, each one giving the values of decisions variables (see problem formulation section) for a specific layout conditions. That is we have a total of \( v \) chromosomes, each with \( m \times z \) genes representing the location of each working station obtained by sule’s method.

4.2.2 Selection, Crossover and Mutation:

The selection procedure selects the best individuals to be considered for the next generation. In our procedure, the number of selected individuals is limited by the size of population and by the constraints of the problem (i.e., capacity constraints). The individuals with best values of the fitness function are selected.

<table>
<thead>
<tr>
<th>TABLE 5: CLOSENESS RELATIONSHIP QUANTIFICATION</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Table" /></td>
</tr>
</tbody>
</table>
Partial Mapped Crossover (PMX) is done over all individuals of the population and elitism procedure is carried out, registering all information in order to compare with the next generation. Four individuals are generated as follows: Son 1 is composed of genetic material from the first half of chromosome Father 1 with second half of chromosome Father 2, Son 2 is composed of genetic material from the first half of chromosome Father 2 with second half of chromosome Father 1, Son 3 is composed of genetic material from the first half of chromosome Father 1 with first half of chromosome Father 2, and finally Son 4 is composed of genetic material from the second half of chromosome Father 1 with second half of chromosome Father 2. This procedure is carried out for each matrix giving all the decision variables of the problem. After crossover, it is necessary to verify that the resulting individuals correspond with a feasible solution.

At the same way of crossover, after mutation, it is necessary to verify that the resulting individuals corresponds with a feasible solution.

4.2.3 Fitness Function

The fitness function allows the algorithm to compare the quality of the individuals in the population (i.e., to evaluate the quality of the different solutions). Let \( f(x_1), \ldots, f(x_n) \) be the values of the objective function for each individual. Since the objective is to minimize the total cost, chromosomes with the lowest probability are selected. That is, the lower the value of \( f(x_h) \). The higher the probability \( p_h \) of being selected. Hence, individual \( x_h \) will be selected for reproduction.

Mutation operator is defined as an interchange operation. This means that two positions of the chromosome are interchanged as follows: the first position with the third one, the third position with the last one, etc. (see Figure 3). Chromosomes to be mutated are those with the lowest value of the total cost (objective function) after the selection process.
5. COMPUTATIONAL EXPERIMENTS AND RESULTS

The main objective of design of experiments (DOE) is to study the effect of various factors on the response variables and select, for these factors, the best option among multiple levels. The kind of design is a $3^3$ factorial and the response variable is the cost result in the objective function.

A group of initial solutions is generated by using the Sule’s method and those solutions that will make part of the initial population of genetic algorithm (those that conceived a better result of efficacy) are chosen. The initial population is used as a basis for the experiment design pilot-test. The genetic algorithm was coded in Visual Basic®. Computational experiments were carried out on a PC under Windows 7 Home Premium (32 bits) operating system and with processor Intel® Core TM 2 Duo CPU T7100 1.8GHz and RAM 2.00 GB RAM.

5.1 Evaluation Of The Amount of Generations

Initially, the amount of ideal generations to be studied is evaluated. Five runs in which the results for 5, 10, 15 and 20 generations are done, then; the cost percentage decrease is quantified from the results obtained in the initial population. For most of the runs (except the third one), the best solutions obtained through mutation are better than those obtained through crossover; which shows the effectiveness of the mutation operation in the algorithm. It is established that the amount of generations to be evaluated are 5, 10 and 20 generations.

In the group of solutions conceived by mutation, better solutions are obtained in 5, 10 and 20 generations. One of the best solutions was found in the group of the 20 generations; which leads to considering the group in the evaluation; especially because of its high decrease percentage with respect to the solution generated in the initial population (21.0%).

For most of the runs (except the third one), the best solutions obtained through mutation are better than those obtained through crossover; which shows the effectiveness of the mutation operation in the algorithm. It is established that the amount of generations to be evaluated are 5, 10 and 20 generations.

5.2 Crossover Probability And Mutation Probability

As Genetic Algorithms behaves in a probabilistic manner, the analysis of computational experiments were carried out following a proper statistical methodology. A formal planned experimentation was used following the principles of statistical experimental design (or Design of Experiments, DOE), in which a set of factors that may affect a response variable defined in advance are evaluated [38]. Our first experiment consisted on a $3^3$ full factorial design which means that three factors and three levels were defined (see Table 6). The response variable was the total cost. A pilot sample was analyzed first by running four replications for all nine levels of the three factors, giving a total of 108 runs. The analysis of results was done using SPSS® statistical software. The aim of this pilot test was to verify the assumptions of experimental design. Based on the results obtained, the basic assumptions of the design of experiments (independence of observations, normal distribution of the residuals and homogeneity of variances) were all verified [38].

This first test allowed us also to have some insights about the possible interactions between factors. Results of the ANOVA (analysis of variance) test are presented in Table 7.

We see that at least one factor (population size) causes an effect on the response variable, while crossover and mutation probabilities do not affect the total cost. However, the interaction between the number of generations and mutation probability, with their respective levels, does influence the value of the total cost.

From the insights given by these results, we next analyzed the behavior of the proposed genetic algorithm in terms of the objective function (total cost) in order to evaluate its convergence over the number of generations (see Figure 4 to 6). As shown in Figure 4, there is not a clear convergence of the algorithm when the probability of crossover is 0.7; the value of the objective function tends to improve when mutation probability is 0.2, and the initial solution is not improved at all in the case of mutation probability of 0.1. The value of the total cost moves within the range between USD 132467 and USD 177456, $P_c=0.7$ with $P_m=0.05$ and $P_c=0.7$ with $P_m=0.1$, respectively.

Figure 5 shows the evolution of the objective function value with crossover probability of 0.8 and different values of mutation probability. We observe a converge starting from the iteration number 80. For the case of $P_c=0.8$ with $P_m=0.05$, the solution value improves over the number of generations, while the...
TABLE 6: FACTORS AND LEVELS FOR THE EXPERIMENTAL DESIGN

<table>
<thead>
<tr>
<th>Factors</th>
<th>Notation</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of generations</td>
<td>Ngen</td>
<td>50 100 125</td>
</tr>
<tr>
<td>Crossover probability</td>
<td>Pc</td>
<td>0.7 0.8 0.9</td>
</tr>
<tr>
<td>Mutation probability</td>
<td>Pm</td>
<td>0.05 0.1 0.2</td>
</tr>
</tbody>
</table>

opposite phenomenon occurs with $P_c=0.8$ and $P_m=0.2$. The value of the minimum cost moves between USD 131389 and USD 166099 for $P_c=0.8$ with $P_m=0.05$ and $P_c=0.8$ with $P_m=0.1$, respectively.

Finally, Figure 6 presents the evolution of the minimum cost over the number of iterations with crossover probability of 0.9. We observe that the value of the objective function trends to converge from the 80th iteration. For the case of $P_c=0.9$ with $P_m=0.1$, the solution value improves over the number of generations, while the opposite phenomenon occurs with $P_c=0.9$ and $P_m=0.05$. The value of the minimum cost moves between 134500 and 152435 for $P_c=0.9$ with $P_m=0.1$ and $P_c=0.9$ with $P_m=0.05$, respectively.

5.3. Comparison of the proposed model

A comparison with some instances proposed in QAPLIB (Burkard, Çela, Karisch, & Rendl, 2011) is done. These have been the subject of multiple comparisons through the years.

Specifically, the instances proposed by [36] and in Comparison of iterative searches for the quadratic assignment problem are selected, to then carry out 10 runs with the proposed method for each instance.

Additionally, in order to maintain certain coherence in the experimental analysis, a relative deviation index, in percentage, was employed, as shown in the following equation, where $F_{x}^{GA}$ corresponds to the averages values of the objective function (i.e., total cost) obtained using the proposed genetic algorithm (GA). Also, $F_{x}^{TAI}$ corresponds to the best values of the objective function based on mentioned Taillard instances. These values are shown in Table 5. It is necessary to clarify that the instances that were chosen are the most comparable with the problem under study. Not all the instances accomplished with this.

$$\% dev = \frac{F_{x}^{GA} - F_{x}^{TAI}}{F_{x}^{TAI}} \times 100\%$$
As it was evidenced in the table above, solutions with low relative error are found when compared to the best solutions found for each of the instances.

The solution with the lowest relative error was founded for tai12a (0.45%) followed by those generated by tai15a (0.5%) and tai10a. The instance which the method evidenced its best behavior was tai15a, whose average and relative error range among the 10 solutions found, where the lowest (1.21% and 1.2% respectively). Hence, the results shown in Table 5 shows that the proposed algorithm has very good performance with respect to the best value known for this problem.

On the other hand, the solutions with the lowest relative error belong to the comparisons made with Tai-a instances, these last instances mentioned were generated randomly, unlike tai-b instances, which belong to real problems.

Finally, as we previously stated in section I, the company initially made an estimation of the new
Table 7: Results And Qaplib Instances Comparission

<table>
<thead>
<tr>
<th>INSTANCES vs PROPOSED METHOD (COMPARISON)</th>
<th>BEST KNOWN SOLUTION</th>
<th>BEST OBTAINED SOLUTION</th>
<th>RELATIVE ERROR</th>
</tr>
</thead>
<tbody>
<tr>
<td>tai10a</td>
<td>135028</td>
<td>137662</td>
<td>1.95%</td>
</tr>
<tr>
<td>tai10b</td>
<td>118376</td>
<td>132277</td>
<td>11.74%</td>
</tr>
<tr>
<td>tai12a</td>
<td>224416</td>
<td>225430</td>
<td>0.45%</td>
</tr>
<tr>
<td>tai12b</td>
<td>394695</td>
<td>403852</td>
<td>2.33%</td>
</tr>
<tr>
<td>tai15a</td>
<td>388214</td>
<td>390160</td>
<td>0.50%</td>
</tr>
<tr>
<td>tai15b</td>
<td>576528</td>
<td>600987</td>
<td>4.02%</td>
</tr>
<tr>
<td>tai17a</td>
<td>491812</td>
<td>508939</td>
<td>3.48%</td>
</tr>
<tr>
<td>tai20a</td>
<td>703482</td>
<td>725155</td>
<td>3.08%</td>
</tr>
<tr>
<td>tai20b</td>
<td>122459</td>
<td>130148</td>
<td>6.27%</td>
</tr>
</tbody>
</table>

Facility layout using basic tools such as the spaghetti diagram. However, this method is not efficient in terms of total time of production process, total amount and time spent in movements. Thus, with the proposed approach, the company obtained a reduction the total time of flow materials in a 15% [41]. In addition, the total cost for the proposed layout was reduced in a 20% comparing it with the initial estimation of the company [41] (See Table 8)

Table 8: Savings

<table>
<thead>
<tr>
<th>Initial estimated total layout cost (USD)</th>
<th>Total layout cost after optimization (USD)</th>
<th>Saving (USD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>156178</td>
<td>130148</td>
<td>26030</td>
</tr>
</tbody>
</table>

CONCLUSIONS

The integration of the proximity measure in the proposed model turns out to be highly important: it forces the inclusion of important factors in the total cost. Besides flow and distance, it is also important to consider the need for distance between working stations due to risks in the security of the facility’s operative personnel; or, closeness issues, due to the fact that a group of people are required to distribute their daily activities between several working stations.

The proposed algorithm generated solution that compared with instances from other methods, provides a sign that the proposed method can behave satisfactorily both with problems conceived randomly and with real-life problems. Additionally, it is important to point that such behavior can be even more evidenced in problems with less than 15 working stations.

As for the practical exercise, the combination of QAP together with the additional variable proposed by Sule permitted the consideration of the manufacture system’s stochastic nature, while optimal close solutions were derived.

For further research, several lines are still open. For example, many other issues of the problem under study could be included in the analysis in order to keep the problem much more realistic: probabilistic constraints, i.e. stochastic capacities in production plant. The procedure can be improved by implementing: different procedures to generate the initial population, other types of crossover or mutation strategies, or even other fitness function, etc. Other heuristic procedures could be employed to hybridize the genetic algorithm. Finally, because of the NP-completeness of the problem under study, researchers could be interested in analyzing the behavior of various meta-heuristic algorithms such as GRASP (Greedy Randomized Adaptive Search Procedure), Tabu Search, etc.

Additionally, it is important to use this kind of formulation for other applications such as police station allocation, hospital areas allocation, among others in order to test the applicability of the QAP formulation and the proposed solution method.
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