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ABSTRACT 

 

Bag of Visual Words is a common representation of images in computer vision. The important task for this 
representation is a creation of visual codebook, where the set of all considerable visual words is stored. 
Visual words are represented by descriptors of local features and to reduce their amount and to choose only 
significant ones, the visual codebook is generated by clustering of these descriptors. State of the art for 
clustering descriptors of local features is k-menas algorithm. The drawback of codebook generation by k-
means algorithm is that cluster centers are located in high density areas. In this paper, we investigate 
several other algorithms and we compare them with k-menas algorithm. Tested algorithms are similar to   
k-means in their goals, but have algorithmically different approaches. Comparison is done by evaluating of 
image retrieval task on UK-bench dataset and classification on Caltech 101.   

Keywords: Bag of Visual Words, Clustering, Local features, Image retrieval 

 
1. INTRODUCTION  

 
Systems for searching and indexing text 

documents are nowadays considered as mature and 
so effective that they can operate with millions of 
files at once. A common representation of 
documents in this field is called Bag of Words. Text 
documents are represented by a set of words and 
phrases occurring in the documents. This set can be 
stored as feature vectors, which represent 
documents by their word counts (histogram of word 
occurrences in the document). Since the occurrence 
of a given word tends to be sparse across different 
documents, one can create a query based on 
keywords, which produce relevant content in real 
time.  

In computer vision, a representation of images, 
inspired by Bag of Words, is named Bag of Visual 
Words. Visual words represent the analogy to 
words from text documents, and they represent 
small parts of the images that carry some kind of 
information. This representation is popular in the 
field of image retrieval systems. Bag of Visual 
Words rely on a visual codebook. It is a vocabulary 
where all visual words from the documents are 
stored and it can be generated by clustering 
descriptors of local features. Cluster centers are 
then considered to be visual words. Codebook 
generation is one of the most important steps in the 
tasks where the Bag of Visual Words is used, since 

a proper creation of the codebook can increase 
within-class and between-class discriminative 
power of a system. 

Until now, many approaches for visual codebook 
creation were presented [1,2,3]. The quality of the 
visual codebook has a significant impact on the 
success of a method that uses visual codebook. The 
clustering is a central task for codebook generation 
and there were developed many clustering 
algorithms.  State of the art algorithm for codebook 
generation is the k-means algorithm. The drawback 
of k-means is that it sets the most of the cluster 
center points near to very dense areas [3]. 
Furthermore, k-means is not deterministic 
algorithm, so it is necessary to run learning process 
multiple times. As an alternative to k-means 
algorithm, there can be used one of many other 
clustering algorithms, each having different 
properties. The existence of different alternatives to 
k-means algorithm led us to apply several selected 
algorithms in the process of visual codebook 
generation. 

The rest of the paper is organized as follows. 
Section 2 looks at the local features and their 
descriptors and the SIFT algorithm is described. In 
Section 3 visual codebook generation is explained. 
Section 4 includes the explanation of Bag of Visual 
words representation and Tiling method. Section 5 
is devoted to the approaches that can be used for 
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clustering descriptors of local features. Section 6 
deals with the introducing of experiments 
performed on the datasets. Section 7 deals with the 
summary of obtained results. In Section 8 one can 
find the discussion about obtained results and used 
algorithms. Section 9 concludes with future 
direction of work and short summary of obtained 
results. 

 

2. LOCAL FEATURES 

 

Local features are crucial for the Bag of 
Visual Words representation because visual words 
are obtained by their clustering. Commonly used 
algorithm for detecting local features is the SIFT 
(Scale Invariant Feature Transform) algorithm. It 
has two phases, where in the first phase key-points 
are detected and in the second phase local 
descriptors are computed.  This method was 
introduced by David Lowe in [4], but great 
response was caused by the paper [5] by the same 
author. 

The first step of key-points detection is a 
creation of scale pyramid. The scale pyramid is 
made by rescaling of the picture to many scales - 
octaves. At every octave, a picture is blurred 
several times. Blurring operation is realized by 
convolution with the Gaussian kernel:  

L�x, y,σ� � 	I	�x, y� ∗ 	G�x, y,σ�,	 
where L is the blurred image, I is the original 
image, σ is the blurred factor and G is the Gaussian 
kernel defined as follows: 

� � 1
2�� �

������
���  

Once the scale pyramid is created, key-points can 
be detected by Difference of Gaussians - DoG. DoG 
is applied on neighboring images from every 
octave as follows: 
 
D�x, y, σ� � �G�x, y, kσ� � ��x, y, σ�� ∗ ���, �� �

�  �x, y, kσ� �  �x, y, σ� , 
 

where k is the blurred factor between two 
neighboring images. When DoG is done, pixel 
whose all neighboring pixel values are smaller or 
greater than values of evaluated pixel are then 
considered to be key-points. Some filters can be 
applied to reduce amount of key-points i.e. key-
points lying on lines can be filtered [6]. 

 The next step of SIFT method is the 
creation of local descriptors for the detected key-
points. Local descriptors describe the key-point’s 
neighborhood. Those descriptors should be 
invariant against scale changes, affine distortions 

or changes in illumination. SIFT descriptors are 
computed from circular region around the key-
point, which is divided into 4 × 4 not 
overlapping patches.   

 SIFT descriptor of a given key-point is the 
histogram of gradient orientations within the 
patches. Each patch is sampled by 16 points Lxy 

and for each point the size mxy and the orientation 
of gradient θxy a r e  c o m p u t e d  as follows: 

 

!"# � $� "%&,# �  '�&,(�) * � ",#%& �  ",#�&�) 

 

+"# � ,-.�& � ",#%& �  ",#�&�
� "%&,#� '�&,(�  

 
Each key-point histogram has a dimensionality 128 
(8 patches × 16 gradient orientations).  

 As an alternative to SIFT, there is a lot of 
different methods. Widely used is SURF [7] and 
ORB [8], but recent studies [9] have shown that 
SIFT is the best known option to calculate 
descriptors because it is invariant to scale and 
rotation and it is partially invariant to change in 
illumination and 3D camera viewpoint too. 

 
3. VISUAL CODEBOOK 

 
Visual codebook represents the vocabulary 

of all visual words which can occur in the 
documents.   Each descriptor of local feature is 
labeled according to the most similar visual word 
from the codebook. As mentioned before, it is 
created by clustering the descriptors of local 
features. Many algorithms for clustering (including 
k-means) need to set the number of clusters as an 
input parameter.  It is not easy to say how many 
clusters is needed, because it is not known how 
many visual words occur in the dataset. Thus, when 
using the algorithm that needs to know the number 
of clusters in advance, the clustering must be done 
several times with different number of clusters to 
discover the suitable value. Creating of visual 
codebook can be briefly described by 3 steps: 

 
1. key-points detection, 
2. key-points descriptors for the whole 

dataset computation, 
3. descriptors clustering. 

 
Algorithm of codebook creation is illustrated in 
Figure 1. 
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Figure 1: Illustration of creating visual codebook 

 
 
4. BAG OF VISUAL WORDS 

 
In Bag of Visual Words representation, the image is 
represented as a histogram of visual words from the 
image. This representation is popular in image 
retrieval systems and in object recognition tasks. 
Since key-points, local descriptors and visual 
codebook are explained above, we can show how 
the Bag of Visual Words representation can be 
derived for a single image: 
 

1) Key-points detection for input image 
2) Computation of descriptor for each 

detected key-point 
3) Labeling every descriptor by the visual 

word representing the nearest cluster 
4) Creating histogram of the labels 
 

4.1 Tiling method 

 
The drawback of Bag of Visual Words 
representation is that it completely ignores spatial 
information among visual words. To solve this 
drawback, tiling method [10] has been used in our 
experiments. According to the mask, an image is 
partitioned into several tiles. For every tile, a 
histogram of visual words is created. Image is then 
represented by concatenated histograms of visual 
words from all tiles. An example of the mask is 
illustrated in Figure 2. 
 

 
Figure 2: Illustration of tiling mask which has been used 

in all our experiments 

 

 
5. CLUSTERING 

 
The most common algorithm for clustering 

of local feature descriptors is k-means [11]. For 
codebook generation was k-means used in many 
works, e.g. [1,5,12]. The drawback of codebook 
generation by k-means algorithm is that cluster 
centers are located only in high density areas. Due 
to this problem, the Bag of Visual Words models 
were introduced with different clustering 
algorithms i.e. online mean-shift algorithm [2] or 
hierarchical clustering forest [13]. In this paper we 
evaluate Bag of Visual Words model for image 
retrieval and classification task. We apply different 
clustering algorithms as the alternatives to the k-
means and we evaluate how these algorithms 
impact the image retrieval and the classification 
results. In our experiments, we evaluate the 
clustering algorithms that use different approaches. 
Algorithms Mean-shift and DBSCAN are density 
based, BIRCH is hierarchical algorithm, k-means 
belongs to partitioning algorithms and self-
organizing map is a type of neural network.   

 

A. K-means 

 

K-means algorithm [11] has become a frequently 
used algorithm in the process of creation of 
visual codebooks. It is also known as Lloyd’s 
algorithm, according to its author. The aim of the 
algorithm is to split instances into clusters, where 
each instance is assigned to the nearest cluster 
center. 

The algorithm converges to a local minimum, 
thus it may not find the global optimal solution. 
The algorithm is sensitive to initialization, so it is 
necessary to run it several times. The steps of 
the algorithm are described briefly as follows: 

1) From the set of clustering objects 
randomly choose / instances. These 
randomly selected instances represent 
cluster center. 

2) All objects �0 are assigned to the cluster, 
with the nearest cluster center. Thus, �0 is 
assigned to the cluster  12 , where: 

 
  j � arg!7. d��0 , 19�9

 

New cluster centers 12 , : � 1…/	 are 
calculated using the mean value, while 
minimizing the distance between the 
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cluster center and the objects belonging to 
the cluster: 

c= � 1
N?x@, ∀x@ ∈ C=

DE

@F&
 

 
3) Repeat step 2 and 3 until the stopping 

condition is satisfied. 
 

B. Self-organizing map 

 

Self-organizing map is a  type of neural 
network which can be used for data clustering. 
Self-organizing maps are widely used in many 
areas i.e. collaborative filtering [14] or in gene 
analyses [15]. 
The goal of self-organizing map is to find a set of 
centroids and assign each object from the dataset 
to the closest centroid. In neural network 
terminology neurons can be seen as analogous to 
centroids. Self-organizing map consists of two 
layers. An input layer projects vectors from training 
dataset to the grid of neurons. Similar input vectors 
cause a response on neurons which are physically 
near in the grid [16]. Widely used algorithm for 
training of Self-organizing map is Kohonen’s 
algorithm [16]. The steps of the algorithm can be 
described briefly as follows: 

1) Initialize neuron’s weight vectors. 
Initialization is done by randomly selected 
input vectors. 

2) Randomly   select an input vector x, and 
find the winner neuron 7∗ for selected 
input vector: 
 

7∗ � arg!7. dG�x, H0�0
 

where IJ is a distance measure function, � 
is an input vector and  wi  is the  weight 
vector. 

3) Update  weight  wi   vector  of  the winner  
neuron  and  his neighbors: 
                         														H0�, * 1� � H0�,� * K�,�. M�7, 7∗�. N��,� � H7	�,�O,		
where parameter K  is the learning rate, 

M�7, 7∗� is the neighborhood function and t is 

the number of epochs. Learning rate and 

size of neighborhood are gradually 

decreased. 

4) Repeat step 2 and 3 until the stopping 

condition is satisfied.  

When the self-organizing map is trained, we 
perform k-means clustering where input fork k-
means is the SOM grid. When clustering is done 
neurons are labeled and can be considered to be 
analogy of the visual words. The reason why         
k-means is used for labeling grid is that topological 
near neurons are labeled with the same label and 
then topology of neurons is preserved in the 
histograms of visual words.  

C. BIRCH 

 
BIRCH algorithm [17] is designed for 

very large datasets. Birch scans the dataset only 
once, what dramatically reduces the overhead 
needed to access data on the disk. The idea of 
the algorithm is based on the clustering 
subclusters instead of performing the clustering 
on individual instances. The core of BIRCH 
algorithm is the CF tree, which is characterized 
by CF features. CF feature maintains t h e  
information about t h e  cluster. It is formally 
defined as triplet                     CF = (N, LS, SS), 
where N is the number of instances in the cluster. 
LS is a linear sum of instances in the  cluster:  

 P � ?x@,
DE

@F&
 

 
where �@ is the i-th instance from the cluster. SS is 
the square sum: 

PP � ?x)@,
DE

@F&
 

     
 CF tree is then a high balanced tree, 
which carries information about the  clusters. To 
create CF tree, we need to set two parameters - 
the branching factor (F,L) and the threshold P. 
Inner node of the CF  tree may contain at most F  
instances and each leaf node may contain at most 
L instances. Diameter of each node may be less 
than defined threshold P. 
The information contained in CF features is 
sufficient to calculate the centroid, the distance 
measure between clusters and their compactness 
which are necessary characteristics to create the CF 
tree. The CF tree is created by inserting the data to 
the – at the beginning empty – tree.  The insertion 
process begins at the root of the tree, where the 
nearest branch leading to the nearest child is found. 
Analogously, this process continues until leaf node 
is not reached. For cluster represented by the leaf 
node the threshold rule is checked. If the threshold 
rule is not violated, the instance is added to the 
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cluster and CF features of visited nodes are 
updated. If the threshold rule is violated, than a new 
cluster with corresponding leaf node is created and 
CF features of visited nodes are updated. 
 

D. DBSCAN 

 
 DBSCAN [18] is a density based 
clustering algorithm. The algorithm clusters 
samples by growing high density areas, and it can 
find any shape of the cluster. DBSCAN requires 
two parameters ε and P. ε represents a radius of a 
sample and P is the minimal number of samples in 
one cluster. Clustering process starts in a starting 
point x that has not been visited. If the number of 
neighboring samples of x in a shorter distance than 
ε is greater than parameter P, then a new cluster is 
formed. The cluster is created by the point x and all 
his neighbors. The process is recursively repeated 
for all not visited points belonging to the cluster. If 
a cluster is fully expanded (all possible points for 
the cluster are visited), then the algorithm proceeds 
to iterate over the remaining unvisited samples that 
are not assigned to any cluster. 
 DBSCAN is able to detect the noise 
samples. If the number of neighboring samples is 
smaller than P, then point x is considered to be the 
noise. The advantage of DBSCAN is in its ability to 
determine the number of clusters. The disadvantage 
of the algorithm is its inability to cluster the 
datasets having clusters with varying densities. 
DBSCAN finds clusters of arbitrary shape. It can 
even find clusters completely surrounded by 
another cluster. Because of its ability to find 
clusters of arbitrary shapes, the cluster cannot be 
represented by the centroid or medoid. To find such 
a representative of each cluster, some kind of a 
classifier can be adopted. 
       

E. Mean-shift 

 

Mean-shift algorithm [19] is widely used 
in texture segmentation and object tracking tasks, 
but it can be used for clustering of any kind of data. 
This method does not require to predetermine the 
number of clusters. 

Similarly to DBSCAN, mean-shift is a 
density based algorithm. For density estimation the 
algorithm uses so-called kernel. Kernel is defined 
by its position and radius. Its role is in finding the 
center of a cluster. The kernel is moving to the 
space with the highest density of points in the area. 
The shift amount and direction is determined from 
the center of gravity of the points in the kernel. 

The kernel is repeatedly shifted to the position, 
such that the center of gravity is in the middle of 
the kernel.  
 The advantage of this algorithm is that it 
is fully deterministic. On the other hand, the 
disadvantage is in its time complexity. The idea of 
this algorithm is illustrated in Figure 3. 
 

 
Figure 3: Illustration of Mean-shift on 2D dataset.

   

5.1 Time complexity of presented algorithms 

 

 The time complexity of the presented 
algorithms can be seen in the Table 1, where . the 
number of samples is, / is the number of clusters 
and t is the number of iterations.  
 

Table 1: Time complexity of presented algorithms 

Class Cardinality 
BIRCH Q�. ∗ RST ∗ .� 

DBSCAN Q�. ∗ RST ∗ .� 
SOM Q�.)� 

K-means Q�. ∗ / ∗ ,� 
Mean-shift Q�.),� 

 
Algorithms BIRCH and DBSCAN have the best 
time complexity of the presented algorithms. The 
worst time complexity of the presented algorithms 
has Means-shift algorithm, but the algorithm is 
deterministic therefore there is no need to run the 
algorithm multiple times for the same values of its 
parameters.   
 
 
6. EXPERIMENTS 

 
 In our experiments we tested the 
discriminative power of visual codebooks created 
by different clustering approaches described in 
section 5. 
 DBSCAN can find any shape of the 
cluster, therefore centroid or medoid cannot be used 
as a representation of the cluster. New instances are 
assigned to the cluster according to the decision 
made by Forests of randomized trees [20]. The 
training set for the algorithm consist of the 
instances of the all clusters. The new instance is 
then classified by Forests of randomized trees to the 
particular cluster.  
 All remaining algorithms use centroid as a 
universal representative of the clusters. The new 
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sample is associated to the cluster with the nearest 
representative. 
 In the experiments presented in this paper, 
tiling method (described 4.1) has been used with 
tiling mask illustrated in Figure 1. 
 The discriminative power of visual 
codebooks created by different clustering 
algorithms is evaluated in two experiments. The 
first experiment evaluates the image retrieval task. 
The second experiment evaluates the task of image 
classification, where SVM has been used as a 
classification algorithm.  
 
6.1 Image retrieval 

 
In the experiment of image retrieval, we 

used UK-Bench dataset created at the University 
of Kentucky [21]. We have used first 1000 images 
from this dataset. Dataset consists of photos of 
different objects. Each object has four photos taken 
from different angles. Our measure of the 
performance is the number of the correctly 
retrieved images of the searched object at the 
first 4 positions of the resulted ordered list. The 
best possible score of each query is 4 and the worst 
one is 0.  The rationale behind it is that when 
querying, we want to find all 4 images of the object 
from the query image (including the query image) at 
the top 4 positions of the evaluation algorithm is as 
follows: 

1) Key-points detection. 
2) Computation of the local descriptors for 

all key- points. 
3) Visual codebook creation with selected 

clustering method. 
4) Creation of the histograms of visual words 

for all images. Tiling method with mask 
from Figure 2 has been used in 
experiments. 

5) Histograms scaling. Each histogram is 
scaled by center to the mean and 
component wise scale to unit variance. 

6) Selection of the query image and finding 
the most similar images according to the 
histograms of visual words. Euclidean 
distance was used as a similarity measure. 

 
6.2 Image classification 

 
 The image classification experiment was 
performed on Caltech 101 dataset. The experiments 
were evaluated on the 5 most numerous classes 
from the dataset. Totally 2472 images have been 
used.  The cardinalities of used classes can be seen 
in Table 2. 

Table 2: Cardinality of used classes 

Class Cardinality 
Faces 435 

Leopards 200 
Motorbikes 198 
Airplanes 800 

Watch 239 
Total 2472 

 
Instead of the sparse SIFT (described in section 2), 
the dense SIFT was used in this experiment. Dense 
SIFT was used because sparse SIFT method 
detected only very small number of key-points. The 
difference between the dense and the sparse SIFT is 
that in dense SIFT every pixel is considered to be a 
key-point. The steps of the algorithm used for 
image classification evaluation are as follows: 

1. Computation of local descriptor of every 
pixel (every pixel is considered to be a 
key-point). 

2. Visual codebook generation with selected 
clustering method. 

3. Creation of visual words histograms 
according to tiling mask. 

4. Histograms normalization.  
5. Training of the SVM algorithm with RBF 

kernel. 
6. Evaluation of the classification model 

 
7. RESULTS 

 
In this section we present the results of our 

experiments for two tasks. 
 

7.1 Image retrieval 

 
 At first, algorithms, which require 
predefined number of clusters in advance are 
evaluated: self-organizing map and k-means 
algorithm. Initial learning rate of SOM algorithm 
was set to 0.02 in all our experiments. At this 
test, the SOM algorithm gives better results. 
Moreover, the experiment showed that the number 
of clusters is important for the codebook quality. 
Table 3 shows achieved results.  
 
Table 3: Achieved results by SOM and k-menas after ten 

runs (± denotes standard deviation, number in 

parenthesis denotes topology of SOM.).  

Number  of 

clusters 

K-means SOM 

500 2.73 ± 0.04 2.78 ± 0.05 
(60x50) 

1000 2.83 ± 0.06 2.87 ± 0.07 
(60x70) 

2000 2.89 ± 0.06 2.92 ± 0.09 
(100x105) 
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The achieved results are also illustrated in the 
Figure 4. 
 

 
Figure 4: Visualization of results achieved by SOM and 

K-means 

 
The next evaluated algorithm is BIRCH. 

This algorithm does not require to set the number 
of clusters in advance. The branching factor was set 
to 50 for all experiments and we tried multiple 
values of threshold, where the radius of the cluster 
obtained by merging a new sample and the closest 
cluster must be smaller than the threshold P. 
Results achieved by BIRCH can be seen in Figure 5 
and in the Table 4. The measure of performance is 
the number of relevant images among top four 
retrieved images. 
 

 Table 4: Results achieved by BIRCH.  

Threshold Number of 

clusters 

Score 

305 2193 2.747 
310 1365 2.84 
315 884 2.81 
320 439 2.78 

 
 
 
 

 
 

Figure 5: Visualization of results achieved by BIRCH.  

 
 
 

 The last evaluated algorithm is Mean-shift. 
This algorithm is not suited for the large amount of 
data due to its time complexity, so we did only one 
experiment. It has only one parameter which must 
be set in advance - the bandwidth. We set 
bandwidth to 360. The algorithm reached the 
worst score of all tested algorithms. The only 
advantage of this algorithm is that it is fully 
deterministic. The algorithm reached score 2.18 
and found 1618 clusters.  

 DBSCAN algorithm did not work well 
with this dataset. We were not able to find proper 
parameter values and it always led to small amount 
of clusters.  The maximal number of discovered 
clusters was 7 and it is not enough for Bag of 
Visual Words representation. The reached score 
was only 1.12. The problem can be caused by 
clusters with varying density. The performance of 
the evaluated algorithms is illustrated in the Figure 
6.  
 

 
Figure 6: The best results achieved by evaluated 

algorithms after ten runs. 

  

The examples of query results are in 
figure 7 and 8.  
 

  
Figure 7: Example of query results. The visual codebook 

was created with SOM with topology (60x70) and initial 

learning rate 0.02. The number of clusters was   set to 

500. 
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Figure 8: Example of query results. The visual codebook 

was created with SOM with topology (60x70) and initial 

learning rate 0.02. The number of clusters was set to 500.  

 
 
7.2 Classification 

 
 We indorse that for this dataset is not 
necessary use codebooks with high amount of 
visual words as can be seen in [22]. The self-
organizing map and the k-means had defined 
number of clusters to 100 whereas other 
algorithms do not require to set it appriori. The 
size of grid of self-organizing map was set to 
40x50.   
 The DBSCAN algorithm was evaluated 
for different values of parameter U, but it never 
found more than 76 clusters. The minimal amount 
of instances in the cluster was set to 20 and the 
value of U was empirically set to 41.  
 
 

Table 5: Summarization of the achieved results 

Algorithm 
Accuracy 

(%) 
F1 (%) 

Precision 

 (%) 

SOM 91.3 91 91 

BIRCH 90.5 91 91 

K-means 90 90 90 

Mean-shfit 87 87 88 

DBSCAN 85 85 86 

 
  

The means-shift algorithm was evaluated 
with bandwidth 350.94. We found this value 
empirically. In Figure 9 can be seen visualization 
of visual codebook. In Table 5 and in Figure 10 
can be seen the evaluation of tested clustering 
algorithms. 
 

 
Figure 9: Visualization of visual codebook. In the line 

are parts of images considered to be the same visual 

word 

 
Figure 10: Visualization of the results with evaluated   

algorithms. It the parentheses can be seen number of 

clusters 

 
8. DISCUSSION 
 

Several different clustering approaches to 
codebook generation were presented and 
experimentally evaluated at image retrieval system 
and classification task. The best results were 
obtained with self-organizing map. BIRCH was 
slightly worse than self-organizing map in 
accuracy, but time complexity of BIRCH is better. 
The evaluation is done by classification and image 
retrieval.  
   The advantage of k-means and    
mean-shift is that it only needs to know one 
parameter in advance. BIRCH and DBSCAN need 
to know two parameters in advance, whereas SOM 
needs to set topology, learning rate and the number 
of iterations.  
 The advantage of SOM and BIRCH is 
that if there new images arrive, we can run some 
training iterations with new images, whereas other 
algorithms must be trained on whole dataset 
again. 

The advantage of BIRCH, DBSCAN 
and mean-shift is that they can automatically set 
the  number of clusters whereas k-means and 
SOM need this information in advance.  

Mean-shift algorithm is slow, but it is 
deterministic algorithm so it is not necessary to 
run it multiple times. Algorithm DBSCAN has 



       Journal of Theoretical and Applied Information Technology 
10

st
 January 2016. Vol. 83 No.1 

                                                                  © 2005 - 2014 JATIT & LLS. All rights reserved.                                                                                                                                      

 

ISSN: 1992-8645                                                       www.jatit.org                                                          E-ISSN: 1817-3195 

 

 
18 

 

logarithmic time complexity, but it cannot find a 
sufficient number of clusters and it is not 
deterministic. BIRCH has logarithmic time 
complexity too and it performs well on the both 
dataset, furthermore it is deterministic. 

 DBSCAN has an ability to find any 
shape of the clusters so representative sample for a 
cluster cannot be used.  According to this ability 
we used classification algorithm for assigning new 
instances to the clusters. Classification must be 
performed fast, because of amount of local 
descriptors so forests of randomized trees was 
used.  Remaining discussed algorithms have a 
representative sample of the cluster, so the new 
instance can be assigned to the cluster with the 
nearest representative sample.  

Our experiments have shown that the 
number of visual words in the codebook must be 
set carefully. It is not easy to say how many visual 
words is in given dataset, so we have to try several 
values. In classification experiment was 100 
clusters enough, whereas in image retrieval the 
best performance was achieved with 2000 
clusters. 

 
9. CONCLUSION AND FUTURE WORK 

 
 This paper is focused on the empirical 
evaluation of different clustering approaches for 
visual codebook generation. Visual codebook is 
important part of Bag of Visual Words 
representation. The visual codebook is generated by 
clustering descriptors of local features. For 
clustering can be used many different algorithms 
which are similar in their goals, but have an 
algorithmically different approach.  
 In this paper we evaluated five different 
algorithms that can be used for visual codebook 
generation. The evaluation is done by classification 
and image retrieval. 
 The measure of performance for image 
retrieval experiment was number of relevant images 
at the top four retrieved images. In both tasks, the 
best results were obtained with SOM algorithm, but 
k-means and BIRCH were able to create good 
codebooks too. The measure of performance for 
classification task was accuracy, precision and F1 
measure. The best accuracy was reached SOM 
algorithm, but BIRCH and k-means were just a 
little bit worse. 
 In the both experiments the worst results 
performed the DBSCAN algorithm. The problem of 
DBSCAN was to find suitable values for his 
parameters. DBSCAN reached the worst 
performance in all measured measures. On the 

other hand, DBSCAN has a logarithmic time 
complexity.  

 In the future work we will investigate the 
weaker performance of the density based 
algorithms and we will evaluate proposed 
algorithms with different local features extraction 
methods.  
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