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ABSTRACT 

 

This paper reports the results of an empirical study, where some hypotheses about the relationship between 

software quality, expressed in terms of defect density, and cost estimation drivers (cost factors) are 

assessed. The study is performed using three cost factors, these are: work effort, project size, measured in 

terms of function points, and average assigned work per team member. The study is performed using the 

ISBSG repository data set release 12. ISBSG dataset which contains 6006 completed project. For statistical 

analyses, Regression Analysis and stepwise Analysis of Variance (ANOVA) are used. Our results show that 

there is a significant negative impact of the project size and work effort on the defect density. On the other 

hand, the average assigned work per team member has a significant positive impact on defect density. 

These results suggest that while assigning resources to a project, these quality factors should be considered 

in order to decrease the defect density, and thus, the maintenance cost of the product. 

Keywords: Cost Estimation drivers, Defect Density, Empirical Study, ISBSG Repository, Software Quality  

 

1. INTRODUCTION  

 

Recently, research has been directed to the 

estimation of software development attribute as 

effort estimation and cost estimation using the data 

collected from completed projects. Since the 

International Software Benchmarking Standards 

Group [1] (ISBSG) began at 1997, it has  provided 

researcher and the information technology industry 

with the largest multi-organization software 

engineering repository free access. The ISBSG has 

established and maintained a database of software 

projects data that can be used by software project 

managers, IT managers, and IT customer business 

managers to make decision and be more aware of 

critical issues on software development like 

Estimate software project size, effort, cost, 

duration, benchmark project performance and plan 

software development infrastructure. The ISBSG 

database became an important source of data for 

empirical software engineering research. As a 

result, the ISBSG data set has been respected in 

research area and cited by extensive research. 

Maintaining quality for software developed for 

big industry is a challenging task and gets more 

complicated when adding the economical and 

technical dimensions. The main aim of industry 

management is to have a successfully 

completed project within the stated requirement of 

best quality, stated duration, and at minimum cost 

possible to allocate resources in the best economize 

way. In last few years, under high competition 

between software development companies, the 

organizations management became more 

demanding to get not only a high quality project but 

with minimum defects in the long run and less 

costly. A report published in 2002 for the National 

Institute of Standards and Technology (NIST), 

Department of Commerce in USA, found that 

software defects are widespread and harmful to 

software that they Consequent costs on the 

economy of the united states is measured in tens of 

billions annually [2].  

Understanding the cost of quality is extremely 

important in establishing a quality management 

strategy. The cost of the quality is related to the 

prevention, finding, and correcting defective 

software [3]. the Prevention-Appraisal-Failure 

(PAF) model is a widely used model for estimating 

quality cost [4][5][6]. The model was first derived 

from the industry. The PAF model provides a 

conceptual view of the cost of quality and quality 

perspectives and it confirms that the quality 

enhances along with the failure cost decrease as a 

result of increasing in appraisal cost plus prevention 

cost. The model provides suggestions for 
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investments in appraisal and prevention activities 

for material, machine and labor to minimize total 

cost of quality and to accomplish a satisfactory 

level of quality [7]. 

In this paper, we present the results of an 

empirical study that aims to investigate the 

relationship between three quality factors and 

defect density in a software product.  We choose 

the following quality factors: work effort, project 

size (in terms of function points), and average work 

assigned to each work team member. The study is 

performed using data provided by the ISBSG. We 

choose quality factors that directly affect the 

development cost, and therefore, can have an 

influence on the policy of assigning resources to a 

project and the expected quality. Specifically, the 

study reported in this paper aims to answer the 

following research questions: 

Q1: Is there a relationship between the defect 

density and work effort?  

Q2: Is there a relationship between the defect 

density and the project size? 

Q3: Is there a relationship between the defect 

density and the average assigned work per 

team member? 

Our results show that work effort and project size 

have a significant negative effect on the defect 

density. On the other hand, the average assigned 

work per team member has a significant positive 

impact. These relations should be taken into 

account when assigning resources to a project in 

order to reduce the maintenance cost.  

The rest of paper is organized as follows: Section 

2 presents the related works on using ISBSG 

dataset in empirical software quality studies. 

Section 3 describes the main characteristics of the 

ISBSG repository, release 12. Section 4 describes 

the cost estimation drivers and measurements used 

in the study. Section 5 describes how data is 

collected and prepared for the empirical study. The 

results of the empirical study are given in Section 6. 

Threats to validity are given in Section 7. Finally, 

conclusions and future work are discussed in 

Section 8. 

2. RELATED WORK 

 

Oligny and abranin [8] compared duration 

estimates obtained from simple COCOMO 

equations to an empirical model derived from the 

ISBSG data set (using Release 3 of the ISBSG 

dataset). They conclude that COCOMO estimation 

for duration are “Optimistic” compared with 

empirical model estimates in ISBSG.  

Using release 4 of the ISBSG dataset, Lokan [9] 

empirically explored the validity of the Function 

Point measure (FP) analyzing relationships among 

the five elements of Function Point that basic 

elements of this measure. The results show strong 

correlations in new development projects (using 4 

GLs). 

Jeffery et al. [10] compared modeling 

techniques, namely Ordinary Least Squares 

Regression (OLS), stepwise Analysis of Variance 

(stepwise ANOVA), Regression Trees (CART), 

and Analogy-based estimation, in terms of their 

estimation accuracy using Release 5 of the ISBSG 

dataset as well as another data set from an 

Australian company called Megatec (within 

company dataset). Their results show that OLS 

regression performed as well as Analogy-based 

estimation using company modeling data. when the 

multi-company data is used, the OLS regression 

model provided more accurate results. 

Jeffery et al. [11]  analyzed Release 6 of ISBSG 

dataset to investigate how modeling and estimation 

techniques accuracy differ from each other and 

assessment of the feasibility of using multi-

organizational data compared to the benefits from 

company-specific data.  Their results show that the 

estimation is more accurate when using the 

company-specific data. 

Buglione and Abran [12] used ISBSG dataset 

release 10 to illustrate various aspects of the multi-

dimensional QEST-LIME model that calculate 

software performance to gain the business goals 

about quality economic software. They concluded 

that not much additional effort needed or costs 

required to gather more data in order to derive a 

performance value based on data analyzed in 

ISBSG repository. 

A more recent study was performed using release 

10 of the ISBSG dataset in order to carry out 

experimental result of varies predicting relation 

between software attributes by Wang et al. [13].  

Their results show that the quality level of software 

can be predicted using MCLP model.  

Our contributions of this work is to explore 

factors that directly affect the development cost (as 

the recourses, team size, project size, effort 

consumed, complexity, functionality, etc.) and 

factors of quality level, and then investigate the 

relationship between development cost and quality 
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based on the ISBSG repository data set as an 

experimental study. 

3. ISBSG OVERVIEW  

 

ISBSG- The International Software 

Benchmarking Standards Group- is non-profit 

organization that aims to "develop the profession of 

software measurement by establishing a common 

vocabulary and understanding of terms" [1]. The 

ISBSG maintains a huge database of completed 

software projects from different organizations and 

provided research data on several topics; function 

point’s structure, project duration, and cost 

estimation for instance. The latest Release (12 

February 2013) of ISBSG repository consists of 

6006 projects from over 25 countries around the 

world between 1989 and 2012, with 84% of the 

projects being 8 years old [1].  

The ISBSG dataset has many uses including: 

project benchmarking, best practice networking , 

summary analyses, estimation of own future 

software development projects, assist in evaluating 

the benefits of changing hardware or software 

environment, and software development and 

engineering research for academic research with the 

objective of improvement in different IT practices 

[1].  

3.1 Dataset Characteristics  

 

Projects in release 12 of the ISBSG dataset have 

18 first level attributes and each of them is 

subdivided into sub attributes with a total of 100 for 

all attributes. The first level attributes are: Rating, 

Software Age, Major Grouping, Sizing, Effort, 

Productivity, Other Metrics, Schedule, Quality 

Delivered, Grouping Attributes, Architecture, 

Documents & Techniques, in 1st Platform, 2st 

Platform, Project Attributes, Product Attributes, 

Effort Attributes, Size Attributes, and Other Size. 

The dataset include a mixture of new developments 

(53%), enhancements (41%), and re-developed 

projects (6%) that are characterized by many 

variables collected in conformance to international 

standards. 

The projects cover a wide range of applications, 

implementation languages, platforms, and 

development techniques and tools. The projects are 

cover the following sectors: Communication (15%), 

Manufacturing (14%), Banking and Financial 

(14%), Insurance (12%), Government (10%), 

Electronics & Computers (3%), Service Industry 

(3%), Wholesale & Retail, Utilities, Professional 

Services, Construction, Medical & Health Care, 

Defense, Education, Mining, Logistics (2%) or and 

less, and (21%) of repository project sector is 

unknown.   

3.2 Variables Definition and Values  

The variables relevant to our study of ISBSG 

dataset are: 

• Data Quality Rating:  this field shows an 

ISBSG rating code. The rating is determined 

by the quality personals after reviewing the 

projects data. It express data integrity of 

project from rating (A): high integrity, to (B): 

has a very limited credibility [1]. 

• Count Approach: is the description of the 

technique that used to size the project. Most of 

the projects in the ISBSG data repository are 

measured using FSM method based on 

functional size e.g. IFPUG, NESMA, and 

COSMIC-FFP. 

• Normalized Work Effort:  measures the effort 

that is used in full life cycle of the project.  

• Summary Work Effort: measures the total 

effort recorded against projects.  

• Quality (Total Defects Delivered): the number 

of defects detected in the process in that 

particular effort breakdown or found within the 

first month of use of the software after 

implementation.  

• Max. Team Size: estimation of the maximum 

number of people that have worked as a team 

on the project. It is estimated by average team 

size as total hours of effort for the project 

divided by the project duration in calendar 

months, divided by the number of hours in a 

person- month. 

4. SOFTWARE COST ESTIMATION AND 

QUALITY FACTORS 

 

In this section, we introduce the cost estimation 

drivers and quality factors used in this study. 

4.1 Cost Estimation Factors 

 

The cost of software projects is driven by many 

factors,. As described by  Briand et al. [14], these 

factors have either direct or interaction impact on 

the project cost. A direct relationship means that the 

factor directly increases or decreases cost overhead 

neglect of the values of the other factors. An 

interaction relationship means that the manner in 
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which a factor affects cost overhead depends on the 

value(s) of one or more other factors.  

In addition, one of most popular parametric cost 

estimation models COCOMO computes software 

development effort as function of program size and 

a set of "cost drivers" that include subjective 

assessment of product, hardware, personnel and 

project attributes that confirms the cost estimation 

in project will depending on size and effort of 

project [15]. Team member personalities, their 

experience and knowledge can all impact software 

development cost. 

Effort and cost are closely related. Effort is often 

measured in person months of the programmers, 

analysts and project managers. This effort estimate 

can be converted into a dollar cost by using the 

following equation [15]: 

Cost = Estimated Effort Required * (Average 

Salary per Staff Person) 

4.2 Quality Factors 

 

Based on Cost of Quality (CoQ model) 

classification that was first time presented by 

Feigenbaum in 1956, the Prevention-Appraisal-

Failure (PAF) model is the one most commonly 

applied. The scheme of the CoQ was used as a 

framework metrics to measure the level of quality. 

Cost of Quality can be categorized into [16]:  

• Prevention costs: refers to the cost consumed to 

reduce future appraisal and failure costs as a 

protection of failure. Prevention costs include 

costs for the review and verification of design, 

cost of quality training and auditing [6].  

• Appraisal costs: refers to the cost of checking 

whether a product meets its quality 

requirements [6]. 

• Failure costs; refers to the cost of poor quality. 

Failure cost is further divided into internal and 

external failure costs.  Internal failure costs 

arise when a fault is detected in the software or 

a related work product during verification and 

validation activities. External cost refers to the 

financial consequences of failure occurrences 

during operational software usage [6]. 

Defect density measures the percentage of faults 

in a software module and is computed by dividing 

the total number of defects by the size of the 

software [17]. The cost of finding defects in during 

operational stage is not only limited to the cost 

correcting and maintain the software, but also 

includes the cost of consequences of the failure 

which might be catastrophic and consume valuable 

resources. The additional effort and resources 

consumed on detection and correction the defect 

before and after release called rework cost [6]. 

In the PAF model, it is hypothesized that there is 

an opposite relationship between the level of 

quality and failure cost. The model also assumes 

that the failure costs will reduce as a result of the 

investment in prevention and appraisal defect to 

improve the quality level [18][19].  

5. EMPIRICAL STUDY 

 

In this section, we describe the steps performed 

in preparing the empirical study. We start by 

demonstrating how the projects were selected, then 

we describe data classification and predication 

approach. Finally, we describe the results of the 

study. 

5.1 Data Preparation 

 

Having 6006 projects in the ISBSG, filtering is 

necessary to select projects that better fit our study. 

In the ISBSG repository. Projects in the ISBSG 

repository are rated depending on the quality of the 

metadata given about a project. Rating varies from 

very good (rate A), to Unreliable (rate D). In 

addition, some of the projects have missing data 

(i.e., not all attributes values are given).  

In order to select suitable projects for our study, 

we applied the following steps in the given order: 

• Select project with high data Quality rated as A 

or B (i.e., data is sound and there is no threat to 

data integrity). Projects having either C or D 

Data Quality Rating are discarded.  

• Select the project effort (Summary work effort 

as a sub attribute) that have "Count Approach": 

COSMIC FFP - The Common Software 

Measurement International Consortium. 

• Select projects with available value for project 

Defect Density “Quality”. 

• Select projects with  project Size measured in 

UFP (Unadjusted Function Points).  

• Select projects with available value for 

Average Team Size.  

The result of the filtering approach is given in 

Table 1. After applying step 1, 448 projects were 

excluded and 5558 remain (shown in columns 4 

and 5 in the table, respectively). Applying step 2, 

only 393 projects remain. The defect density was 

available for 82 projects out of the remaining 393 
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projects (third row in the table). Finally, 35 project 

remain after applying steps 4 and 5. 

Effort is usually measured in Person-Month. The 

summary work effort provides the total effort in 

hours recorded against the project, and therefore, it 

can be used to measure human resource required. 

Using Average Team Size (sub attribute of effort 

attribute in data set) and effort attribute calculated 

in measurement method like IFPUG standard for 

functional size measurement or full function points 

(COSMIC FFP). 

 

 

Because of different functional size 

measurements can produce different results, it 

should be taken into account same method of 

measurement to present the relation in clear way. 

The COSMIC is Functional Size Measurement 

Method that is widely used by various type of 

organization because it provides very good 

estimates close to the actual effort spent in each 

project over IFPUG method [20]. 

5.2 Data Classification and Prediction 

 

The projects selected for the study are analyzed 

to investigate the relationship between the Cost 

factors and Quality attribute “Defect Density” using 

liner regression.  The selected projects are 

categorized into types, these are: new development 

projects and enhancements project. Both types are 

analyzed using Linear Regression Analysis and 

Analysis of Variance (ANOVA) - Single Factor 

ANOVA. Statistical analyses is performed using 

Microsoft Office Excel 2011 tools. In the statistical 

analysis, defect density is considered as a 

dependent variable and the cost factors as 

independent.  

6. EXPERIMENTAL RESULTS  

 

In this section, we report the results of the 

empirical study we performed in order to answer 

the research questions:  

Q1: Is there a relationship between the defect 

density and work effort?  

Figure 1 shows the relationship obtained between 

Defects Density and Normalized Work Effort 

attributes using Linear Regression Analysis. As 

shown in the figure, there is a low adjusted R 

square value (0.05) and inverse confident 

correlation with value (-0.22). This means the 

increasing in work effort in project can affects the 

defect founded negatively. 

 

 

 
Figure 1: Defects Density Vs. Summary Work Effort 

Q2: Is there a relationship between the defect 

density and the project size? 

Figure 2 shows the relationship between Defects 

Density and Project Size attributes using Linear 

Regression Analysis. As shown in the figure, there 

is a low adjusted R square value (0.046) and 

Inverse Confident Correlation with value (-0.21). 

This means that increasing the project functional 

size affects the defect found negatively.  

 

 

Table 1: Filtering Steps of the ISBSG Dataset 

Step Attributes Filter Project Excluded Remaining Projects 

1 Quality Rating A || B 448 5558 

2 Summary Work Effort in “Count Approach” = COSMIC 5165 393 

3 Defect Density ≠ Empty 311 82 

4 Project Size = UFP 0 82 

5 Average Team Size ≠ Empty 47 35 

Project Remaining 35 
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Q3: Is there a relationship between the defect 

density and the average assigned work per team 

member? 

 

Figure 3 shows a relationship between Defects 

Density and Average Assigned worked per Team 

member (Functional Size/Avg. Team Size) using 

Linear Regression Analysis. As the figure shows, 

there is a low adjusted R square value (0.02) and 

Inverse Confident Correlation with value (0.12). 

This means that assigning smaller work load to a 

team member has a positive impact on the defect 

density.  

 
Figure 2: Defects Density Vs. Project Size 

 
Figure 3: Defects Density Vs. Average Assigned Work 

Per Team Member 

Table 2 summarizes the results of three 

relationships that performed to observe the effect of 

different factors on the project quality.  All of the 

tested factors show a weak relationship with defect 

density attributes with low value for R2, but 

although of that, still this result are significance and 

indicate there is a relationship between the cost 

estimation drivers (Effort, Project Size and work 

load per team member) and projects defects 

density. In this empirical study, we performed 3 

analyses; a one-way Analysis of Variance 

(ANOVA) to observe the effects of quality attribute 

(as a count total of defect density delivered in first 

month of using the project) on the used quality 

attributes. 

 

 

7. THREATS TO VALIDTY  

 

Empirical studies are known to have limitations 

[21]. We identify three types of threats to the 

validity of this empirical study: construct validity, 

internal validity and external validity. Construct 

validity refers to the meaningfulness of 

measurements [22]. In our study, the inherent 

subjectivity of counting functional size 

measurement methods is a clear construct validity 

threat [23]. However, since we used high quality 

projects from the ISBSG repository, the effect of 

this threat can be minimized.  

Internal validity is concerned with cause and 

effect relationships. That is, to what extent changes 

in dependent variables can be confirmed to be 

caused by changes in independent variables [24]. In 

our study, we identify two threat to the internal 

validity. First, It might be that the increase or 

decrease in defect density is affected by other 

factors, other than the  quality factors considered in 

the study (e.g., the testing approach, the skills of the 

developers). Second, there are many factors that 

can affect the defect density relationship with 

quality factors due to confounding effect [34].  

However, to minimize these threat, we used a large 

number of projects from a large database, therefore, 

the internal validity is endures to be fairly good.  

External validity refers to how well the results of 

a study can be generalized outside the scope of the 

study [24]. The external validity of this study is 

limited to the use of projects from one repository. 

There is no evidence that the results can be 

extended or generalized to other projects. The effect 

of this factor is limited since the projects in the 

studied sample come from different domains, 

different ages, with varied number of developers 

and with variant sizes and different attributes. In 

Relationship R2 Correlation 

Defects Density Vs. 

Summary Work Effort 
0.05 -0.22 

Defects Density Vs. 

Project Size 
0.05 -0.21 

Defects Density Vs. 

Average team size 
0.02 0.12 

Table 2: Summary of Statistics 
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future work, we plan to study additional projects 

from other repositories order to confirm our results. 

8. CONCLUSIONS AND FUTURE WORK 

 

Minimizing the defect-density of a software has 

very important impacts including reducing the 

maintenance cost and increasing software reliability 

and robustness. We empirically evaluated the effect 

of three cost factors on the defect-density, these are: 

work effort, project size, measured in terms of 

function points, and average assigned work per 

team member. Our results suggest that effort 

project size negatively impact the defect density, 

while minimizing the work load of a team member 

results in less defect density. These factors should 

be taken into consideration while allocating 

resources for a project. 

In future work, we plan to study more factors 

that might affect the defect-density relationship 

with the quality factors including: programming 

languages used to implement the software, the 

maturity level of the software, and the software 

domain. We also plan to use projects from different 

repositories in order to confirm the obtained results.  
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