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ABSTRACT 

 

The implementation of global distributed information systems based on cloud and grid approaches. There 

are many problems of ensuring a high level of information security of these systems because they operate 

critical or confidential data, and the elements of these systems found in different physical locations to 

communicate with that uses open standards and protocols of the Internet. The existing distributed 

information systems implemented using a variety of architectural and technology platforms, which usually 

do not meet the current challenges in the field of ensuring a high level of information security. In addition, 

the actual question of the integration of these systems with corporate information systems, and providing a 

high level of security used integration solutions. The aim of this work was the systematization and analysis 

of proven technologies for building high reliable information security infrastructure of global distributed 

computing systems. As part of the work identified approaches to implementation of information security 

infrastructure based on technical standards Globus Toolkit, OGSA, UNICORE, gLite. The features of the 

implementation of security infrastructure based on these standards, as well as the possibility to interact with 

external systems based on industry standards such as SOA, Web Services. 
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1. INTRODUCTION  

 

Distributed information systems allow creating a 

geographically distributed computing infrastructure 

that brings together diverse resources and the ability 

to implement multiple access to these resources. 

Currently the most prevalent approach to the 

implementation of distributed information systems 

based on Grid and Cloud technologies, which 

represent a cluster solution, connected by a network 

of loosely coupled heterogeneous computers [1, 2, 

3]. 

The principal novelty of the grid and cloud 

technologies is the pooling of resources through the 

creation of a computer infrastructure of a new type, 

providing the global integration of information and 

computing resources. Given approach based on 

network technologies and special middleware 

software, and a set of standardized services for 

secure sharing geographically distributed 

information and computing resources including 

separate computer clusters, data storages and 

networks [4]. 

The basic elements for providing the functions of 

information security distributed systems are the 

following [5]: 

Authentication - process of identity participant 

interaction. In traditional systems, the 

authentication process provide the protection of the 

server. In the global distributed systems, however, 

in order to protect themselves from intruders, it is 

equally important to check the authenticity of the 

server. 

Authorization - determine the acceptability of the 

system requested operation. The global distributed 

system for the adoption of similar solutions, such 

mechanisms must act based on the rules established 

for each resource. 

Confidentiality and data integrity - transmitted or 

stored data should be protected by adequate 

mechanisms to prevent illegitimate access. In some 

cases, it is necessary to ensure complete isolation of 

a specific data set from illegitimate users. 

Billing and auditing.  For creation large-scale 

distributed structures, organizations require 
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mechanisms that monitor and calculate the amount 

of resources used. Accounting mechanisms also 

ensure that all parties comply with the agreement 

on the use of resources. The audit of the transaction 

information makes it possible to identify the source 

of danger or security breach. 

At each level of the architecture global 

distributed systems, the information security have 

their own specifics. It should take into account the 

fact that a complete solution of information security 

of distributed systems must interact successfully 

with existing local solutions for information 

security. However, the diversity of local solutions 

significantly complicates creation of integrated 

security systems. It should be noted that one of the 

possible ways to address the difficulties of this kind 

is the use of common standardized approaches to 

the implementation of local solutions to ensure 

information security of distributed systems [6]. 

 

2. METHODS 

In terms of standardization (architecture, 

protocols, interfaces, and services) distributed 

computing technologies described by the following 

set of criteria [7]: 

Coordination of resources in the absence of 

centralized management of these resources. 

The usage of standard, open, universal protocols 

and interfaces. 

Providing high-quality user service. 

For building, a fully functional distributed 

computing system requires middleware software, 

built based on existing development tools.  

Particular relevance acquire information security 

issues of these systems related to the prevention of 

unauthorized access to resources and information , 

as well as ensuring a high level of availability of 

distributed resources and services. 

For solving of standardization issue are used 

specialized software frameworks that are able to 

provide a high level of security and reliability of the 

developed distributed systems. The basis of these 

systems is the concept of services, or components 

that interact over a global network. One of the most 

important indicators of their successful operation is 

the level of accessibility, i.e. opportunity in a 

reasonable time to process the entire stream of 

incoming requests from users. The level of 

availability at a given time defined as the current 

workload resource distributed system or the 

network environment, and the fact that the 

implementation of DDoS-attacks aimed at 

generating conditions for denial of service. The 

following is an analysis of the existing systems on 

the market, including the Globus Toolkit, OGSA, 

UNICORE, gLite. Presented their main features and 

distinctive characteristics. 

 

3. RESULTS AND DISCUSSION 

3.1 Globus Toolkit security infrastructure 

Globus Toolkit security Infrastructure is set of 

programming modules (framework) for building 

global distributed computing systems. Each module 

defines group of interfaces, which used high-level 

components and had related implementation for 

different run-time environments. Globus Toolkit 

had the following types of modules [8]: 

Security services. 

Access services. 

Information services. 

Monitoring services. 

Job management services. 

Data services. 

The conceptual architecture of Globus Toolkit 

framework represented in Figure 1. 

 
Security Services (GSI)

Access Services

Information & Monitoring Services

Job Management Services

Authorization Authentication Auditing

Grid Access Services API

Job Monitoring Information & Monitoring

Job Provenance Package Manager Computing Element Workload Managment

Data Services

Metadata Catalog Storage Element File & Replica Catalog Data Managment

 
Figure 1. The Conceptual Architecture Of Globus 

Toolkit Framework 

 

Globus Toolkit framework implements Globus 

Grid Security Infrastructure (GSI) model for 

solving the security information tasks [8]. Key 

points of GSI security policy are the following [9]: 

• The computing environment consist of 

many trust domains. Given trust domain 

responsible for association with 

heterogeneous local resources and end-
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users. The security of distributed 

computing environment in given case is 

management of cross-domain 

interactions and timely mapping cross-

domain policy on local policy. 

• The restrictions of one trust domain is 

subject of local security policy. Hence, 

there are no additional actions for 

creation security services on computing 

environment side except the local 

security infrastructure of trust domain. 

The implementation of local security 

policy will take place generally using 

many methods including firewalls, 

Kerberos, SSH. 

• There are two types of subject: local and 

global. The global subject will have 

related rights for each trust domain 

depending on the rights of local subject. 

Each user of the resource will have two 

names, global name and local name. For 

example, the web site could define 

global user name depending on local user 

name, and its related user rights. Thereby 

the global subject will be able to pass 

through single sign on authorization in 

global computing environment. 

• The transactions between the objects 

located in different trust domains require 

mutual authentication. 

• Trusted global subject, which mapped to 

the local subject, adopted as a local 

domain entity. In other words, within the 

domain trust the combination of 

authentication policy and local display 

meets the safety requirements of the host 

domain. 

• All access control performed locally, at 

the level of local entities. That is, the 

access control managed by local system 

administrators. 

• A program or process that acts on behalf 

of the user has a subset of the rights of 

the user. This element of security policy 

is needed to ensure that the long existing 

programs that can dynamically request 

resources without interference and 

interaction with the user. It is also 

necessary to create processes in other 

processes. 

• The processes running on behalf of the 

same subject within the same domain 

trust can share a single set of mandates 

of confidence (called credentials) global 

computing environment can include 

hundreds of processes running on a 

single resource. This component allows 

for the scalability of the security policy 

of the security architecture for its use in 

large-scale parallel applications and 

eliminates the needs for a unique 

mandate for each process. 

GSI infrastructure implements the above security 

policy and has the following important features 

[10]: 

• Single sign-on registration allows the 

user to only one time to pass the procedure 

of authentication and, thus, create a proxy 

certificate, which may be brought against 

any of the remote service to authenticate 

the user's behalf. Delegation enables the 

creation and transmission of remote 

service of delegated proxy certificate that 

can be used by the service to perform 

actions on behalf of the user (perhaps with 

some limitations). This feature is important 

when performing an operation with nested 

structure. 

• As a basis for identifying, the user GSI 

uses certificates X.509, the widespread 

standard for PKI certificates. In order to 

accommodate the X.509 to support single 

sign-on and delegation of authority, GSI 

defines proxy certificate X.509 [9, 10]. 

Typically, an authentication GSI uses 

Transport Layer Security (Transport Layer 

Security - TLS), which is a modification of 

the Secure Sockets Layer (Secure Socket 

Level - SSL). Although other 

authentication protocols are based on 

public key technologies can be used to 

work with a proxy certificate X .509. 

Remote delegation protocol proxy X.509 

certificates overbuilt above TLS. 

• The rights of using X.509 certificates as 

a private keys are "personality», or the 

approach of identification of each object - 

the user, resource or program, indicating 

the name of the object and additional 

information, for example, the public key. 

Authorized to issue certificates 

(certification authority - CA), some 

credible independent organization signing 

certificate binds a means of identifying an 

object with a public key. 

• Authentication algorithm defined by 

Secure Socket Layer (SSL) protocol, 

performs the identification of the object. 

The reliability of the results of such 

testing is determined by the degree of 
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trust in the CA, so the local administrator 

receives the certificate, and then using 

them to verify the certificate chain. 

• The object can delegate a subset of their 

rights (for example, the process of 

generating a different process) to a third 

party, creating a temporary means of 

identification, called an intermediary 

(proxy). Certificates form a chain of 

intermediaries, which begins with the CA, 

and then built up when the user first, and 

then signed by the mediators certificates. 

By checking the certificate chain processes 

are initiated by the same user on different 

nodes can authenticate to each other by 

holding back the chain of certificates until 

it finds the original certificate user. 

• Each resource can set its own rules to 

determine how to respond to incoming 

requests. GSI initially uses a simple 

access control list, but it can be enhanced 

more advanced techniques. 

• Authentication protocol checks the 

global names of the parties involved, but 

GSI have to convert the name to the local 

(e.g., login name or the Kerberos name), 

before the local security system can use it. 

GSI performs this procedure on a local 

node, referring to a simple text file of 

correspondences, which establishes the 

relationship between global and local 

names. 

• Standard GSS-API interface (Figure 2) 

provides access to the functions of 

protection. GSI uses OpenSSL or SSLeay 

(freely available implementation of SSL) 

to its authentication protocols and 

certificate support intermediaries. SSL is 

widely used to secure web-based 

environment. The implementations of 

security algorithms in terms of standard 

GSS-API allows to take into account the 

heterogeneity of the local domain in global 

distributed environment [11, 12], which 

allows one object to convey a specific 

subset of the "pool" their privileges to 

another entity. Such a restriction is 

important in terms of harm reduction in the 

deliberate or accidental misuse of the 

delegated certificate. 

 

GSS - API

Protocol 1 Protocol 1 Protocol 1

SSL Kerbros LDAP

 
 
Figure 2. Using Standard GSS-API Interface In Globus 

Toolkit Architecture 

 

Despite its relative simplicity, the architecture 

corresponds to all the critical requirements of users 

and systems [13]. From a user perspective, the 

global name and rights of intermediaries means that 

the user to gain access to all the resources, it needs 

only once to pass the authentication procedure, and 

the rights of the mediators and the procedure for 

delegation of authority allows programs running on 

behalf of the user to access the resources . Using the 

standard X.509, SSL, and GSS-API encourages the 

development of common tools, based on the GSI 

and the more complex applications. From nodes of 

the system perspective, the architecture does not 

require a revision of the local security 

infrastructure. Instead, the nodes set a relatively 

simple server supporting GSI, who use the well-

known standards. The nodes rules govern with the 

help of an access control list and map file, so 

convenient to work with administrators to GSI, and 

they are ready to deploy it in parallel with SSH and 

other remote access mechanisms. 

3.2 OGSA (Open Grid Services Architecture) 

security infrastructure 

Globus Toolkit was widespread because it was 

the first complete set of tools for development 

infrastructure in the field of Global computing 

distributed systems. However, even the most 

common the second version of Globus Toolkit was 

not without drawbacks, the main of which was the 

lack of unified application development tools that 

can interact with each other and provide each other 

with a variety of services [14]. 

To solve given problem it was developed Open 

Grid Services Architecture (OGSA) standard. 

OGSA defines a core set of services that provide 

Global distributed system and describes their 

architecture. In the terminology of these services 

are called OGSA capabilities. Examples of these 

capabilities are launching applications, data access, 

etc. In OGSA, the Global distributed system is 
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viewed as a set of independent services that can be 

used independently or together to build the required 

infrastructure [15, 16]. 

OGSA offers to design Global distributed system 

on the principle of service-oriented architecture 

(Service-Oriented Architecture, SOA), which 

determines the method of constructing software 

systems in the form of a set of independent or 

loosely coupled services. It is assumed that each 

service perform their function well defined and has 

a rigid semantics. Services allow multiple 

implementations, but have a standard, strictly 

specified interface through which can interact with 

each other and with third party applications. Thus, 

in OGSA Global distributed system is represented 

as a set of services that implement various 

functional facilities. 

OGSA architecture has the following layers 

(Figure 3): 

• Data layer is represented by resources 

which may be part of the Global 

distributed system. 

• Service layer is set of functional 

services. At this layer, there is a 

generalization (virtualization) resource. 

Given high-level services provided well-

defined interfaces. Strict specification of 

this level is the main task of OGSA. 

• Application layer is set of related 

business applications that use the services 

to perform certain tasks. This layer is not 

specified in the OGSA.  

 

Data layer

Defined Global distributed system resources

Service layer

Data access, Security, Resource management, Task 

management, Monitoring

Application layer

Servers, Clusters, Storages, Networks

 
Figure 3. Three Layers Of OGSA Architecture 

 

OGSA offers to design Global distributed system 

on the principle of service-oriented architecture 

(Service-Oriented Architecture, SOA), which 

determines the method of constructing software 

systems in the form of a set of independent or 

loosely coupled services. It is assumed that each 

service perform their function well defined and has 

a rigid semantics. Services allow multiple 

implementations, but have a standard, strictly 

specified interface through which can interact with 

each other and with third party applications. Thus, 

in OGSA Global distributed system is represented 

as a set of services that implement various 

functional facilities. 

OGSA architecture as part of the security and 

reliability infrastructure implements the following 

functions [16]: 

• Shared access - allow to organize shared 

access to resources owned by different 

organizations. It would provide a very 

flexible control over shared resources. 

• Authentication and authorization - will 

enable authentication and authorization of 

users Global distributed system based on 

the policy domain for the provision of 

administrative resources and the policy 

community (virtual organizations) using 

these resources. 

• Integration of security systems - will 

enable the integration of various models of 

cooperation and security systems. 

• Delegation of rights - provides 

mechanisms for delegating user rights for 

avoiding multiple authentication. 

• Quality assurance service. Global 

distributed system have to ensure quality 

of service for applications with such 

conditions as the minimum allowable 

network bandwidth, guaranteed 

performance of calculations, and 

guaranteed level of security. 

• Reliability. Global distributed system 

have to ensure high reliability and fault 

tolerance. This may require the use of 

spare resources, data backup, resource 

monitoring, and automatic recovery from 

failures. For jobs, working for a long time 

may be required repair mechanisms, e.g., 

using control points. 

• The ease of use and extensibility. 

Working of users with Global distributed 

system should be as simple as possible. 

Requires the support of various levels of 

tasks - from simple (with a minimum 

flexibility) to complex, require special 

knowledge and skills. Global distributed 

system architecture has to take into 

account possible extension of the range of 

applications and the emergence of new 

requirements. 
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• Scalability. The architecture of the 

Global distributed system should not be 

bottlenecks to scaling given system. 

Implementation of the OGSA architecture based 

on GSI infrastructure is show in the figure 4. It is 

greatly simplifies the construction of the 

infrastructure of information security for 

heterogeneous distributed subsystems on the 

relevant service-oriented services OGSA, and 

related Web standards [17, 18]. 

Domain

services 

OGSA infrastructure:

Authentication & Authorization & Audit

Access Control & Managment

Administration

Monitoring

Open Grid Service Infrastructure

Web Services standards

Run-time Protocols

OGSA-schemes

Business

services

  
Figure 4. Implementation Of The OGSA Architecture 

Based On GSI Infrastructure 

 

Implementation of the OGSA architecture in 

component model Globus Toolkit 4 is show in the 

figure 5. 
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Figure 5. Implementation Of The OGSA Architecture In 

Component Model Globus Toolkit 4 

 

3.3 UNICORE infrastructure 

UNICORE (UNiform Interface to COmputing 

REsources) - a uniform interface for distributed 

computing. UNICORE provides online access to 

the nodes of the system, where the difference in 

hardware platforms, security mechanisms and 

exchange of information hidden from end users 

[18]. 

UNICORE has three-layer architecture 

(represented in the figure 6). It includes the user 

layer, UNICORE service layer and system layer, 

where it will run the target system applications. The 

components interact with each other in an open 

network via SSL (Secure Socket Layer) protocol 

[19]. To establish a client- server connection SSL 

uses public key cryptography, so that each 

component must have public and private keys. Keys 

will receive a certificate that the component could 

be identified as safe. The user sent data, which 

signed with his private key. Other users can use the 

public key to decrypt and verify the authenticity of 

the data. 

User layer

Portal

UCC

(Command 

Line client)

HiLA

(High Level API for 

GRID)

URC

(Unicore Rich 

Client)

Gateway

Service layer

XJNS

(eXecution 

Network Job 

Supervisor)

Service

Manager
WS-RF

Environment

System layer

Interface of target system

System service  #1 System service #2 System service #4System service #3

 
Figure 6. UNICORE Architecture 

 

The key of UNICORE model is the concept of an 

abstract job (AJO - Abstract Job Object). This 

object based on data received from the user 

interface and the runtime. AJO goes through the 

gateway and UNICORE protocol, based on SSL. 

AJO sets standards for the exchange of data 

between the user and the network management 

software, and communicates directly with the 

UNICORE server [20, 21]. 

The client part of UNICORE is a graphical user 

interface. It provides an opportunity to prepare 

UNICORE tasks and monitor their implementation, 

and manage security settings. UNICORE user 

interface indicates the parameters related to the 

problem - for example, resources, command-line 

arguments, files, etc. Dispatching service 

determines whether the job to be performed on the 

selected system, and if the answer is positive, 

makes the task of the next stage. Translation of the 

abstract definition of the problem into an executable 

package on the real machine also takes place via a 

network controller (NJS). 

Separate systems or clusters with a single file and 

the user environment in the general UNICORE 

model presented as virtual sites. Each site operates 
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a network job supervisor (NJS). NJS performs the 

following functions: 

• Analyze an abstract job and creates of a 

package locally executed tasks. 

• Produces authorization, i.e. mapping 

UNICORE user ID on the target system. 

• If the job includes a group of tasks, 

forwards them on at the appropriate 

gateway. 

• Provides information about local 

resources, the status of assignments, as 

well as the output of the executable tasks. 

When the user enters an abstract task, NJS 

unpack it using the user's public key. Then, when 

the job should be distributed among other 

resources, according to the dependency graph, it is 

sent through the gateway to the next site or another 

NJS on the local network. Each NJS has its own 

certificate X.509, which used when transferring 

jobs via the gateway. This gateway knows 

forwarded abstract task is part of another job and 

that should use a custom key for unpacking. 

For those tasks to be executed locally, NJS 

mapped the user certificate to the local 

authentication system. The information indicating a 

user's account belongs to a certificate stored in a 

user database and maintained at each UNICORE 

node. Through given mechanism, the user only has 

to log in only once, and the involvement of other 

virtual sites they pass without re-authorization. 

NJS has a correspondence table according to 

which the abstract commands are converted to 

executable instructions of the target system. 

Therefore, the user only has to formulate the task in 

general terms and does not go into the details of the 

implementation of the platform. After unpacking, 

the task managed by the interface of target system 

(TSI - Target System Interface). 

User authentication, secure data transmission and 

information about available resources provides the 

gateway. This is one of the elements of the 

UNICORE server-side. It is also responsible for 

relaying tasks, data, commands and authentication 

attributes. UNICORE Gateway supports additional 

local security systems. 

3.4 gLite infrastructure 

gLite infrastructure is a software middleware 

construction of Global distributed systems . gLite is 

the main middleware software of projects EGEE, 

EGEE-II, came to replace the complex LCG-2 [22]. 

gLite has service-oriented architecture 

(represented in the figure 7). Services can be run in 

parallel, performing the task of the end user, or 

being applied in the context of an independent task 

[23]. gLite services divided into the following 

groups: 

• Security services. 

• Information and monitoring services. 

• Services of control tasks. 

• Data management services. 

 
Security Services

Access Services

Information & Monitoring Services

Job Management Services

Authorization Authentication Auditing

Grid Access Services API

Job Monitoring Information & Monitoring

Job Provenance Package Manager Computing Element Workload Managment

Data Services

Metadata Catalog Storage Element File & Replica Catalog Data Managment

 
Figure 7. Glite Architecture 

 

Security in gLite based on the proven technology 

of public and secret access keys and certificates 

X.509. Each transaction in the Global distributed 

system mutually verified the client and the server 

sides. The global access and registration of virtual 

organizations monitored by service belonging to the 

virtual organization VOMS (Virtual Organization 

Membership Service) [21]. 

The integrity, authenticity and confidentiality 

based on digital signature technology. gLite uses a 

widely used specification GSI, protected data 

transfer protocols TLS and WS-Security (Web 

Services Security) [23]. 

4. CONCLUSIONS 

The result of this work is research of the 

technologies of information security of global 

distributed information systems based on 

specialized frameworks, including technical 

implementation of Globus Toolkit, OGSA, 

UNICORE, gLite.  

The main distinguishing characteristics of these 

approaches to build information security 

infrastructure of distributed information systems are 

the following: 

• The security infrastructure built on a 

modular principle, provides flexible 
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configuration and expansion of the 

functional and technical capabilities. 

• The security infrastructure uses a single 

centralized distributed database that 

contains all user data as well as a 

description of the business logic to process 

the given data. 

• The security infrastructure supports 

distributed access to data and distributed 

business transaction that provides 

operating modes in the active cluster, grid 

and cloud systems. 

• The security infrastructure implemented 

based on n-tier architecture that includes a 

data layer, business logic, user interface 

level, at all levels of implementation and 

will provide the context of information 

security. 

• The developed modules used a 

technique of designing distributed and 

scalable applications (SOA, MDA, ESB, 

MVC), as well as open standards (XML, 

SOAP, WSDL, REST, Web Services). 

• The security infrastructure has flexible 

settings (user interface, business logic, data 

forms) and is open, which allows for 

integration cooperation with a wide range 

of information systems. 
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