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ABSTRACT

Information Retrieval (IR) System is very complex in nature due to the complex interactions between documents and queries, which means that the matching of document representations and query representations is not straightforward. The Genetic Algorithm (GA) is widely used in IR systems to improve the effectiveness such systems. This study uses the Vector Space Model (VSM) and the Extended Boolean Model (EBM) to compute the similarities between queries and documents. Two fitness functions are proposed in this paper: One as fitness function and the other as adaptive mutation. Then comparing each of these functions with a number of ratio mutations that have been introduced to get better results. The experimental results reveal that the proposed cosine function outperformed other fitness models.
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1. INTRODUCTION

In information retrieval systems, there are many fundamental processes that are used to access the information that meets user needs by finding similarities between the query and the existing documents. This study presents basic processes for matching the keywords with the existing documents by using both VSM and EBM [3, 11]. In order to determine the best method and use its results as an input to GA, each query is considered as a chromosome in GA, which used simulations in the problem-solving process. The simulation techniques used a random search to find the best solution, or the best among all solutions, for the available data [2, 12, 19]. The keywords are extracted from relevant documents; those relevant keywords are then appointed and converted to a binary system called chromosomes. In this case, the use of GA will help the user to get the best solution [3, 21].

In this paper, two fitness functions are proposed: One as fitness function and the other as adaptive mutation. To achieve an exhaustive improvement of IR systems using the genetic algorithm, the results of those functions will be compared with GA based on Cosine Fitness function and Jaccard Fitness function in VSM, and will be also compared with the Cosine Fitness function and Jaccard Fitness function in EBM. We try to enhance the IR system performance by using the adaptive genetic algorithm, which can improve the quality of the query, and may get the most advanced queries that fit the needs of the researchers. This includes investigating and evaluating various fitness functions as well as reducing the search space, which leads to saving time and reducing the number of iterations required to generate the most optimized query. Furthermore, the study determines the best technique to modify the query in the IR system. This research has introduced a new perspective to the area of matching function adaptation in IR, whereas the previous studies have focused primarily on document and query adaptation. We have shown here that the genetic adaptation of matching functions can lead to improved retrieval performance. However, more work needs to be done in this area.

2. GENETIC ALGORITHM

GA is one of the main techniques used in a random search to look for the best solution, or the best among a group of solutions, in the available data [16, 20]. In a genetic algorithm, a population of candidate solutions to an optimized problem evolves toward better solutions. Each candidate solution has a set of properties (its chromosomes) that can be mutated and altered. Traditionally, solutions are represented in binary form as strings
of zeroes and ones, but other encoding styles are also possible [1, 4].

GA operates on the encoded representation of the solutions, equivalent to those chromosomes of individuals in nature. It is assumed that a potential solution to a problem may be encoded as a chromosome [7, 14].

2.1 Genetic Algorithm Approach

The implementation steps of the GA approach are:

1- **Representation of the chromosomes:**

Chromosomes are expressed as a stream of binary representation. They represent a group of genes that depend on the degree of similarity between the account inquiry and the declaration. In this study, 30 documents were selected and transformed to a binary system. Each chromosome is represented by the keyword entered to inquire. If the word is found in the document, then it takes one (1), else it takes zero (0) [18].

2- **Fitness Function:**

This is a measure used to compute performance or reward functions. It assesses the solution and determines whether it was perfect or not. The genetic algorithm uses two fitness functions, Cosine and Jaccard's with modification, to find the similarity between chromosomes. Two fitness functions are used to get better results during measuring. Then, the equation will be changed to fitness and will seek to get the best results from the update that took place during the equation.

3- **Selection Method:**

The genetic algorithm is used for selecting a mechanism against a random sample of the application of operations. This mechanism consists of the construction based on selecting a random chromosome. After the operation of genetic algorithm made swapping. It adds the better one for each pair of chromosomes to the population. This means that the best chromosome is added to achieve a greater proportion [13].

4- **Operators:**

a. **Crossover:** This is the genetic operator that mixes two chromosomes together to form a new offspring. The mixing is done based on adaptive probability using crossover to get better value [6, 10].

b. **Mutation:** The second operator used in our GA system includes a mutation to modify the values of the gene under short changes; some values of the chromosomes will give a different breed. The goal of the boom is to restore the lost and explore a variety of data. Then, the adaptive ratio mutation will be used based on applying one point randomly [9, 10].

3. USING GA WITH INFORMATION RETRIEVAL SYSTEMS

3.1 Building Genetic Algorithm:

Representation of the chromosome: The genetic algorithm uses the initial population that expresses the chromosome. Each chromosome consists of several genes. Each chromosome is calculated using a number of query terms that we consider as 1, if the term exists in the document, and 0, if it does not exist. The system snapped the first 30 documents retrieved by the system and used these documents in the initial population in the adaptive genetic algorithm (AGA). Finally, each chromosome in the population will be evaluated by using adaptive and modified fitness functions Cosine and Jaccard. The proposed fitness function after modification is:

$$F (\text{cosine}) = \left( \frac{\sum_{i=1}^{n} w_{i,j} w_{i,q}}{\sqrt{\sum_{i=1}^{n} w_{i,j}^2} \sqrt{\sum_{i=1}^{n} w_{i,q}^2}} \right) + \frac{\sum_{i=1}^{n} w_{i,q}^2}{2} \quad \text{...... (1)}$$

Where \( w_{i,j} \) = weight of term \( i \) in document \( j \),

\( w_{i,q} \) = weight of term \( i \) in query \( q \).

$$F (\text{Jaccard}) = \left( \frac{\sum_{i=1}^{n} w_{i,j} w_{i,q}}{\sum_{i=1}^{n} w_{i,j} + \sum_{i=1}^{n} w_{i,q} - \sum_{i=1}^{n} w_{i,j} w_{i,q}} \right) + \frac{\sum_{i=1}^{n} w_{i,q}^2}{2} \quad \text{...... (2)}$$

Where \( w_{i,j} \) = weight of term \( i \) in document \( j \),

\( w_{i,q} \) = weight of term \( i \) in query \( q \).

Selection method: The selection process consists of selecting two parent chromosomes on the basis of random fitness function to achieve a better owner of fitness and the greatest opportunity to choose.

3.2 Genetic Operations:

Crossover: The process of mixing two chromosomes to get two new chromosomes as offspring that can be used in the genetic algorithm, where the crossover is used to get a better
chromosome. Multiple trials mean that more accurate results are obtained through AGA [8]. To find the value of the crossover, equation (3) [8] will be used.

\[
Pc = \begin{cases} 
  K_1 \left( \frac{f_{\text{max}} - f'}{f_{\text{max}} - f_{\text{avg}}} \right), & f' \geq f_{\text{avg}} \\
  K_2, & f' < f_{\text{avg}} 
\end{cases} 
\]  

\[ \quad \text{--------(3)} \]

Where \( K_1 = 0.5 \), \( K_2 = 0.9 \) is the crossover probability.

\( f_{\text{max}} \) = maximum fitness function in the chromosome that is chosen.

\( f' \) = fitness function in the chromosome.

\( f_{\text{avg}} \) = average fitness function for all chromosome fitness.

Mutation: The process of changing one bit is based on random selection to get a better chromosome. Multiple iterations mean more accurate results in the work of AGA [4]. A random one-point mutation operator in the range of probability will be used, but \((0.001, 0.2)\) is usually used with adaptive based on an equation (3). Then, a random number will be selected and compared with the possibility of mutation. If the number is smaller than or equal to the probability of the mutation is then applied, but nothing will occur if the condition is not satisfied.

The equation to find the value of the mutation operator [8]:

\[
Pm = \begin{cases} 
  K_3 \left( \frac{f_{\text{max}} - f'}{f_{\text{max}} - f_{\text{avg}}} \right), & f' \geq f_{\text{avg}} \\
  K_4, & f' < f_{\text{avg}} 
\end{cases} 
\]  

\[ \quad \text{--------(4)} \]

Where \( K_3 = 0.2 \), \( K_4 = 0.001 \) are mutation probabilities.

\( f_{\text{max}} \) = maximum fitness function in the chromosome that is chosen.

\( f' \) = fitness function in the chromosome.

\( f_{\text{avg}} \) = average fitness function for all chromosome fitness.

Evaluation: The algorithm is stopped after attempting to find the best number of generations to get the optimal solution. Recall and precision are used to evaluate these documents to compare the use of traditional Cosine and Jaccard's efficiency of fitness functions and the use of the proposed adaptive fitness function.

4. PROPOSED ALGORITHM

This section presents the essential steps of the proposed algorithm

Step 1: Tokenizing:
To extract tokens/words from documents.

Step 2: Removing stop words:
Remove any word that has no such meaning as “a”, “the”, “to”, “be”, etc.

Step 3: Stemming:
To determine the root of English words using Porter stemmer.

Step 4: Inverted index:
Represent frequencies of the terms and where they can be found.

Step 5: Assigning term weights:
A similarity weight is assigned to each term extracted from the documents.

Step 6: Using two models, VSM and EBM:
To describe document contents in a corpus and compute the similarity between query and documents.

Step 7: Using the cosine measure:
To compute similarity between documents and queries using a cosine measure.

Step 8: Initializing population:
The system snapped the first30 documents retrieved by the system; these documents will be the initial population.

Step 9: Representation of the chromosome:
Represent each individual population in the binary presentation.

Step 10: Evaluate fitness:
Use a fitness function to get better population by using adaptive cosine fitness and adaptive Jaccard's fitness.

Step 11: Selection method:
Choose two chromosomes based on random selection.

Step 12: Crossover:
Achieve a new, better solution based on two points after the second gene.

Step 13: Mutation operator:
Achieve a new, better solution based on one point randomly.

Step 14: Evaluation:
Evaluates two offspring with two chromosomes in order to choose two chromosomes among them.

5. LITERATURE REVIEW
Korejo and Khuhro (2013) [2] studied adaptive mutation and proposed four operators in the genetic algorithm to determine the operator mutation in spite of the difficulty of the matter in the application process. They proposed a solution of adapting the mutation percentage of mutation by choosing each operator mutation, according to the behavior of the initial population in each generation. Their study has shown that the work of adaptation mutation gave the best result.

Ammar (2012) [5] proposed a research method based on the genetic algorithm to improve the IR system for websites and to apply IR using a genetic algorithm to divide the work into two units—the document indexing unit and the genetic algorithm unit—by the use of crossover, mutation operator, and specialized fitness function. The proposed approach obtained an improvement rate of up to 90%.

AL-Mashakbeh (2008) [17] uses different strategies of genetic algorithms. Each strategy in his Ph.D. thesis is based on the difference between the GA operators (crossover and mutation). His study is applied with different mutation strategies and different fitness functions (recall, precision) on a Fuzzy Set. He noticed that GA with a point mutation gave a higher improvement to the effectiveness of the IR system than traditional IR methods. Maitah et al. (2013) [3] study investigated the use of the adaptive genetic algorithm (AGA) under the vector space model, Extended Boolean model, and Language model in (IR). The algorithm used crossover and mutation operators with variable probability; whereas a traditional genetic algorithm (GA) uses fixed values of those and remains unchanged during execution. GA is developed to support the adaptive adjustment of mutation and crossover probability, which allows for faster attainment of better solutions. The Genetic Algorithm gives the highest improvement over the vector space model with Cosine as fitness under the traditional genetic algorithm with 55.1%.

A framework for generating and refining the matching functions used for document ranking is proposed by Weiguo and Gordon (2009) [15]. The framework combines the merits of genetic programming and relevance feedback techniques for document ranking. Their approach overcomes the drawbacks of traditional ranking algorithms and provides some hints for information retrieval professionals.

6. EXPERIMENTAL RESULTS
This section presents the results of the series of experiments conducted to evaluate the effectiveness of the proposed algorithm. These experiments include the use of 10 queries with 8 states.

Table 1 presents the results of the conducted experiments to evaluate AGA with the VSM model. Table 2 exhibits the results of testing the effectiveness of the EBM model to compute the similarities between each query and documents.

Table 3 shows the average value of the precision for both models (VSM, EBM). Finally, Table 4 presents the comparison between proposed Cosine and proposed Jaccard models, and shows the degree of improvement for each IR model (VSM, EBM) with each of the fitness functions.

Table 1: Average value of precision for all queries using VSM

<table>
<thead>
<tr>
<th>Recall</th>
<th>Average Precision of Cosine (%)</th>
<th>Average Precision of Proposed Cosine (%)</th>
<th>Average Precision of Jaccard’s (%)</th>
<th>Average Precision of Proposed Jaccard’s (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>85</td>
<td>92</td>
<td>80</td>
<td>87</td>
</tr>
<tr>
<td>0.2</td>
<td>76</td>
<td>85</td>
<td>71</td>
<td>76</td>
</tr>
<tr>
<td>0.3</td>
<td>72</td>
<td>80</td>
<td>62</td>
<td>70</td>
</tr>
<tr>
<td>0.4</td>
<td>65</td>
<td>68</td>
<td>57</td>
<td>65</td>
</tr>
<tr>
<td>0.5</td>
<td>51</td>
<td>55</td>
<td>42</td>
<td>47</td>
</tr>
<tr>
<td>0.6</td>
<td>39</td>
<td>45</td>
<td>32</td>
<td>35</td>
</tr>
<tr>
<td>0.7</td>
<td>33</td>
<td>38</td>
<td>30</td>
<td>31</td>
</tr>
<tr>
<td>0.8</td>
<td>23</td>
<td>28</td>
<td>21</td>
<td>25</td>
</tr>
<tr>
<td>0.9</td>
<td>20</td>
<td>23</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>Average</td>
<td>51.5</td>
<td>57.1</td>
<td>46</td>
<td>50.6</td>
</tr>
</tbody>
</table>
Table 2: Average Value of Precision for All Queries Using EBM

<table>
<thead>
<tr>
<th>Recall</th>
<th>Average Precision Cosine (%)</th>
<th>Average Precision Proposed Cosine (%)</th>
<th>Average Precision Jaccard’s (%)</th>
<th>Average Precision Proposed Jaccard’s (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>79</td>
<td>89</td>
<td>82</td>
<td>89</td>
</tr>
<tr>
<td>0.2</td>
<td>70</td>
<td>75</td>
<td>73</td>
<td>77</td>
</tr>
<tr>
<td>0.3</td>
<td>61</td>
<td>70</td>
<td>64</td>
<td>75</td>
</tr>
<tr>
<td>0.4</td>
<td>59</td>
<td>65</td>
<td>59</td>
<td>64</td>
</tr>
<tr>
<td>0.5</td>
<td>44</td>
<td>49</td>
<td>47</td>
<td>53</td>
</tr>
<tr>
<td>0.6</td>
<td>33</td>
<td>36</td>
<td>36</td>
<td>41</td>
</tr>
<tr>
<td>0.7</td>
<td>30</td>
<td>32</td>
<td>31</td>
<td>36</td>
</tr>
<tr>
<td>0.8</td>
<td>21</td>
<td>25</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td>0.9</td>
<td>19</td>
<td>21</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>Average</td>
<td>46.2</td>
<td>51.3</td>
<td>48</td>
<td>52.8</td>
</tr>
</tbody>
</table>

Table 3: Average Value Of Precision for VSM And EBM

<table>
<thead>
<tr>
<th>Option</th>
<th>Cosine (VSM)</th>
<th>Proposed cosine</th>
<th>Cosine (EBM)</th>
<th>Proposed Jaccard’s (VSM)</th>
<th>Proposed Jaccard’s (EBM)</th>
<th>Proposed Jaccard’s (EBM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>51.5</td>
<td>57.1</td>
<td>46.2</td>
<td>51.3</td>
<td>46.0</td>
<td>48.0</td>
</tr>
</tbody>
</table>

Table 4: Comparison between Proposed Cosine And Proposed Jaccard’s Models

<table>
<thead>
<tr>
<th></th>
<th>Average Improvement Proposed cosine (%)</th>
<th>Average Improvement Proposed Jaccard’s (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VSM</td>
<td>5.6</td>
<td>4.6</td>
</tr>
<tr>
<td>EBM</td>
<td>5.1</td>
<td>4.8</td>
</tr>
</tbody>
</table>

The improvement degree with VSM and EBM for the proposed Cosine function is greater than the degree for the proposed Jaccard’s, because AGA gave more accuracy in the working system as shown in Figure1 and Figure2, respectively. Table 4 shows the results obtained by using VSM and EBM in proposed Cosine and Jaccard’s models. The results indicate that VSM with the proposed Cosine have the best improvement by using an adaptive genetic algorithm. The data on the improvement of average precision in all cases using an information retrieval model (VSM, EBM) is presented in Table 3.

7. CONCLUSION

This paper presents a proposed approach that uses VSM and EBM to compute the similarity between queries and documents in order to increase the IR efficiency within the complicated interaction between documents and the search query. To achieve better results, two fitness functions are modified and used: Adaptive Fitness and Adaptive Mutation operators. The model runs against a combination of fitness functions (Cosine, proposed cosine, Jaccard’s, and proposed Jaccard’s) on VSM and EBM. With VSM, a comparison of different AGA strategies has been made by evaluating the average recall and the average precision formulas. VSM with proposed Cosine as fitness represents the best strategy over VSM with Cosine as fitness, while the VSM with a proposed Jaccard’s as fitness represents the best strategy over VSM with Jaccard’s as fitness. In EBM, the researcher compares different AGA strategies by evaluating the use of average recall and average precision formulas. EBM with proposed Cosine as fitness represents the best strategy over EBM with Cosine as fitness, while EBM with a proposed Jaccard’s as fitness represents the best strategy over EBM with Jaccard’s as fitness. The researcher compares different AGA strategies by calculating an evaluation using the average recall formula. VSM with proposed Cosine as fitness represents the best strategy over VSM with Jaccard’s as fitness, the EBM with Cosine as fitness, the proposed Cosine as fitness, with Jaccard’s as fitness, and with a proposed Jaccard as fitness. The best result which is 5.6% is obtained when using the proposed Cosine Fitness function. The proposed algorithm is also tested on the Cranfield document collection (Which is a widely used database by the IR systems) and it’s worked well and the result look satisfying.

We have included only four matching functions in these experiments, and we need to include more matching functions to enrich the results in future research. It is also necessary to test the algorithm on different document collections to see how it performs with scaling in terms of both the size of the database and the available features.
Figure 1: (Average Precision for VSM)

Figure 2: (Average Precision for EBM)
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