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ABSTRACT

New development methods have emerged in recent years. These techniques are based on models and software components, they aim to facilitate integration, automation, and generation of complex applications, as well as mapping between different platforms based on forward and reverse engineering. These approaches are based on Model Driven Engineering (MDE) which separates the business logic of an application from the technology used to achieve it. This paper aims to provide a best understanding of MDE aspects and presents a comparative study between different approaches of software development automation and code generation, in addition a big contribution of this article is to present the forces and weaknesses of each approach based on a multi-criteria analysis method, this is our first step to design and implement concrete and effective solutions for automatic generation issues, Moreover, this study will also help the professionals in decision-making by facilitating the choice of The best approach to be used according to desired criteria and their importance. Our article goes into a global objective that aims automating the generation.
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1. INTRODUCTION

Nowadays, computer applications are more important in daily living, these applications have become increasingly complex, and so is their realization. In addition, Contracting Owners are more and more demanding in terms of quality, cost and delivery time. Another aspect that can engender many problems, is the diversity of used platforms for implementation [1]-[5], which require the intervention of more and more experts in business, functional and technical fields.

In order to facilitate application development, software engineering has greatly improved over the last few years, moving from procedural technology towards the Object-oriented technology in the 70s, and Components Oriented technology in the 90s [2]. However, the main software engineering problems couldn't have been overcome, namely interoperability issues, development and migration costs, delivery deadlines issues. Thus, it is necessary to adopt the approach of model driven engineering in lieu of code driven engineering [3].

Model Driven Engineering emphasizes some more important aspects of models. Indeed, in this approach, the model goes from a simple contemplative vision, whose aim is to improve the documentation and specifications, towards a productive vision regarding final code generation for a given platform [4].

Even-though MDE has made some significant contributions to today's world software engineering, there are still numerous challenges that need to be profoundly addressed [5]. In this article we present a detailed comparative study between different approaches, used in the automatic applications generation. We will start by describing model driven engineering basic languages and standards. After that, we will define each generation approach apart and the standards on which it is based. Then, we will carry out a comparative study between the different approaches, explaining in detail the advantages and disadvantages of each one of them.
Next, we will establish a conformity criteria repository to test the different approaches.

2. MODEL DRIVEN ENGINEERING

2.1 Definition
Model driven engineering appeared as early as 2000 as an improvement to code driven engineering [2]. It sets the model at the heart of the development process in order to facilitate automatic processing through the models reuse and transformation. The model goes from a static and contemplative vision to a productive vision (Figure 1) [4].

Model Driven Engineering (MDE) advocates to support the well known principle of separation of concerns through the extensive use of models in all the steps of the software development cycle [6]-[7]-[8]. Indeed, it distinguishes the business layer of the implementation platform to automate and facilitate the transformation process. We will immediately explain some languages and basic standards for model driven engineering.

2.2 Basic MDE Languages And Standards

- Metamodel: or surrogate model is a model of a model, each model must comply with its metamodel.
- MODEL Transformation Language: it is a language that allows model transformation. Examples: ATL, GReAT, JTL, Kermeta, Lx family, Object Management Group (OMG) standard QVT, M2M Eclipse based on QVT standard [9]-[12].
- Model-to-text transformation languages: allows model to code transformation. Examples: MOFM2T based on QVT standard, M2T Eclipse, Epsilon Generation Language (EGL) [10]-[12]
- Domain specific Language (DSL): allows to create metamodels. Examples: MOF: OMG, JMI Java API for manipulating MOF models.[9]-[10]-[12]-[25]
- XML Metadata Interchange (XMI): the OMG standard that allows model conversion to XML [9]-[10]-[12].
- The Web Ontology Language (OWL) which is a semantic markup language for publishing and sharing ontologies on the World Wide Web [11]-[12].
- The Common Warehouse MetaModel (CWM): it standardizes a complete, comprehensive metamodel that enables data mining [12].

3. MDE APPROACHES

In this section, we will see the different methods that exist in the MDE and allow the automatic or semi-automatic generation of applications. These methods are classified in three major approaches: the generative approach, the interpretive approach and the hybrid approach [13]-[14]-[15]. We will see the definition and standards of each approach, as well as the existing tools in the market that are based on each one, after that, we will make a comparative study and Multi-criteria analysis between these approaches.

3.1 Generative Approach

3.1.1 Definition
The generative approach is essentially based on the transformation of high-level abstraction models to low-level abstraction models or possibly to the code. This approach involves taking multiple input models to turn them into final code through successive transformations that may use specific models for these transformations [13]-[14]-[15].

This method is widely used in the MDE, we can take for example LMS Generator which is a generation system for eLearning platforms [35]-[36]-[38]. Figure 2 shows the different steps of this approach, starting with high level models that can be refined and transformed to lower-level models, with the possibility of reverse engineering to rectify the upstream models.
In the next section, we will explain the most used standards for the current approach.

3.1.2 Standards

In this section, we will see three very well-known and used standards in this approach. Namely, the OMG MDA standard, the OPM standard and finally the Microsoft Domain-Specific Language.

3.1.2.1 MDA standard

MDA is a software development lifecycle method that was introduced by the Object Management Group (OMG) in 2001. MDA is among the essential standards used by the tools adopting the generative approach, it is based on the separation of concerns concept.

The main idea behind MDA is to use models as core development artifacts and thus be able to separate platform specific data from the software development process. Developing applications without platform specific terms makes it easier and less costly to port them to different platforms [16]. This makes easier the multi-target code generation: write once, run everywhere; model once, generate everywhere [17].

A. MDA development process:

The two main artifacts of MDA are models and models transformation, we can distinguish four important models:

- Computation Independent Model CIM: It is the first model of the MDA approach, it allows specifying and modeling customer needs. Despite the importance of this model, it is not always taken into account by the tools using the MDA approach [16]-[37].

- Platform-Independent Model PIM: This is one of the major MDA models. It allows the separation of the application business aspect from the implementation platforms, in order to facilitate the generation of the application in different target platforms with a minimal cost [16]-[37].

- Platform Specific Model PSM: This is the second important model of the MDA approach. It follows from the PIM transformation. This model is related to an execution platform, it is the closest low-level model to code and can easily be converted to the corresponding platform code [16]-[37].

- Platform Description Model PDM: It contains information for models' transformation to a platform. Basically, it allows the passage from PIM to PSM. This model should normally be delivered by the platform builder to facilitate this transformation [16]-[37].

Figure fig3 explains the process of making an application following the MDA standard:

![Fig 3: Transformation Process According To MDA](image)

Figure fig4 shows an example of models utilization in order to realize an application:

![Fig 4: Example Of Using Models To Realize An Application](image)

B. MDA 4-layer architecture:

In the OMG proposed approach “MDA”, a multi layer architecture was defined, it is called “four-layered architecture”. It is based on the following concepts: models, metamodels and meta-metamodels. The layers in that architecture are called M0, M1, M2 and M3. Each layer depends on the layer above and represents somehow its
instance, except for the layer M0, which does not depend on any layer, since it is the highest layer.

M0: it represents the real world, Layer M0 specifies user objects that are instances of the UML user model classes [17]-[18].

M1: This layer is based on elements, which represent models. An example would be a UML model of a software system. M1 layer is a model of the M0 layer user data [17]-[19]-[20].

M2: It contains models of layer M1 models. M2 models are known as metamodels [17].

M3: It contains models of layer M2 models. M2 elements are known as meta-metamodels. MOF is the standard for defining the layer M3 elements [17]-[19].

Figure fig5 presents a 4 levels architecture for the MDA approach:

3.1.2.2 OPM standard

The OPM methodology (Object Process Methodology) combines two main and important concepts, namely the object and process. It is an extension of the object-oriented design based on objects. The ability to unify the object and the process in a single model made this approach a robust and reliable method to use [14]-[23].

This method contains two main aspects, namely OPD diagrams (Object-Process Diagrams), which are graphical models, and the OPL, which is the textual writing language equivalent to these models. Graphic models are well organized and follow a well-defined design. They are made up of entities, fundamental structural relations and procedural links. The OPL is very a strong language, indeed, it can be read by humans and at the same time it can be interpreted by machines, consequently it is an inter-exchangeable language [23]-[24].

Table tab1 shows the OPM method essential entities:

<table>
<thead>
<tr>
<th>Entity</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object</td>
<td>An Object is a thing that exists.</td>
</tr>
<tr>
<td>Process</td>
<td>A process defines how objects are transformed.</td>
</tr>
<tr>
<td>State</td>
<td>A state is an object’s situation.</td>
</tr>
</tbody>
</table>

3.1.2.3 Microsoft domain-specific language

Another variant of the IDM is the DSL tools from Microsoft that allows to create specific DSL, in order to facilitate code generation, Microsoft DSL [25]:

- Gives the possibility to work on a domain specific language via a graphical designer (serialized in a proprietary XML format). Thus, one can define and edit those languages.
- Allows setting designer definitions via a proprietary XML format, this format is the source to generate the code (without any manual intervention), which implements graphical modelers of the DSL.
- Includes Code Generators that take a DSL definition and a designer producing the
code that implements the graphical editors [25].

- Includes a framework to define code generators based on template languages that take an instance of a domain model and generates code based on the template [25].

### 3.2 Interpretive Approach

#### 3.2.1 Definition

The interpretive approach is different from the generative approach because it does not generate the final code, it uses directly interpretable models, so there is no need of an intermediary execution language to interpret the application, thus the model is considered as interpretable code. Tools based on this approach generally combine several executable models to launch the application, and that using an adequate internal interpreter. In the next section, we will see an important standard for this approach, namely the OPG (Open Process Graph) [13]-[14]-[15]-[27].

#### 3.2.2 OPG standard

The Object process graph incorporates the concept of a graph-oriented object database model. It is mainly based on models direct interpretation over three essential aspects; namely the process aspect that represents the application business logic, the user interface aspect which represents the client and end user view, and finally the database aspect that allows the application data storage [27].

Direct interpretation of this graph is used to start the application without needing the intermediate code. Tools using this approach usually have a powerful interpreter for combining the aforementioned three aspects, in order to perform the application execution.

The OPG incorporates various elements of the object-oriented approaches in order to represent the business aspect of the application, such as classes, methods, various relational databases elements as well as various graphical controls required for user interface development [27].

Figure fig6 shows a diagram explaining the OPG process.

### 3.2.3 Executable UML

Executable UML is a software development technique based on the concept of domain or aspect. In Executable UML, a system is a set of domains which represent its subject matters. Executable UML allows to model a domain in the level of abstraction of its subject matter, in an independent way of any implementation concern [28].

The obtained domain model is composed of four elements. The first element is the domain chart, which offers a view of the modeled domain and its dependencies with other domains. The second one is the class diagram, it provides the definitions of the domain classes and their associations. The third element is the statechart diagram, this latter provides the following definitions for the classes or their instances: the states, the events and the state transitions. The last element is the action language, this one aims to define actions or operations which apply to model elements in order to process them [28].

Executable UML can be used either as an executable code or as documentation.

### 3.3 Hybrid Approach

A new approach has emerged combining both generative and interpretive approaches. This approach tries to find a balance between these two methodologies. For example, the model interpreter can be enriched by generated code, and that in order to facilitate interpretation [13]-[14]-[15], without having to generate all the application code, the model keeps a place in the final application code and can act directly at runtime. Figure fig7 shows an example of this combination of generated code and models.
3.4 Tools

Table tab2 shows the commonly used generation tools on the market and the corresponding approaches:

<table>
<thead>
<tr>
<th>Approach</th>
<th>Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>Generative</td>
<td>Blue AGE, Rational, Rhapsody, WebML, smartGENERATOR, Dsl tools, AndroMDA, PathMATE, iQgen, OpenMX, Open edge, Mendix, MetaEdit, RUX tool, BPMN, IMO, Care Technologies/Tools, Eclipse EMF, Eclipse GMF</td>
</tr>
<tr>
<td>Interpretive</td>
<td>AlphaSimple, , Executable UML – FUML, ALF, Leonarda/W4Express</td>
</tr>
<tr>
<td>Hybrid</td>
<td>Abstract Solutions Tools, OOA Tool, Bridge Point</td>
</tr>
</tbody>
</table>

Tab2: Example Of Generation Tools With Their Approach

4. COMPARATIVE STUDY OF MDE APPROACHES

The existence of these three approaches of automation makes it difficult to choose among them, the objective of this section is to make an advanced comparative study between these three concepts. This study will be performed in three parts, the first containing the advantages of each approach, the second contains the downsides and the last contains a summary of the comparison according to well-defined criteria.

4.1 Advantages

4.1.1 Generative approach

The generative approach is widely used in automation, due to the fact that compared to the interpretative approach, it generates interpretable code depending on a given platform which has several advantages. Among the generative method strengths, we can name:

- Code generation to the desired platform: Indeed, the tools based on this approach are generally used to transform the high level models to several types of platforms as needed.
- Separation of development environments: This approach allows to separate the modeling environment dedicated to the development and model transformations, from the execution environment dedicated to the interpretation of the final code. This gives developers a second degree of freedom since they can act on the models or on the generated code.
- Faster Execution time: The generated code in a given platform is easier to interpret than a model or a set of high level models or even of higher level, since the code level is the lowest model that can be generated. It allows faster execution and therefore a very significant time saving compared to the performance of models execution.
- Optimized applications in the side of targeted software: Since the targeted software of transformations is chosen from the beginning if necessary, it helps to better optimize the generated code in both functions and database storage. This leads to more reliable and better applications.
- Modernization and Reverse Engineering easier: The software modernization is very important, given the continuous evolution of development and execution platforms. Reverse engineering is the process allowing to move from a final application to a model or a set of specific models, which can also be described by the word transmodeling. Having an existing code facilitates the transmodeling to the closest low level models, which optimizes the process of modernization.
- Higher models security: The models are not exposable given that the interpreter needs only the generated code, it allows great protection to models that are independent of the execution platform, and therefore isolated to intrusion attacks.
4.1.2 Interpretive approach

The interpretive approach is also very present in the generation and automation tools, it has several strengths that make more and more software use it. Among the interpretive method strengths, we can mention:

- Simplified process: In the absence of a final generated code, the model becomes more important in this approach, it is directly executed by the interpreter, and therefore the development process becomes reduced and simpler.

- Easy implementation and use of the environment: The development environment is easy to implement since there is no multitude of generation target areas. The tools use their own technologies to directly interpret the different aspects of the used models, be it business or database.

- Reduced development time: This is due to the minimum number of transformations between models, the nonexistence of high-level model transformations to low level ones or to the code patterns which take a considerable time.

- Directly changing the visible model in the interpretation: This simplifies the correction of errors and models optimization, no need to go through a second execution platform or the generated code to detect coding issues.

4.1.3 Hybrid approach

The hybrid approach try to takes a bit from the advantages of both approaches, among the hybrid approach strengths, we can name:

- Semi generation de code: even if the model can act directly at runtime, a generated code is added to facilitate the process of interpretation.

- Reasonable development time: it is not necessary to transform all models to code layer which decrease the time of realization.

4.2 Disadvantages

4.2.1 Generative approach

The generative approach uses a large number of models and therefore more transformations are required between high-level models and low-level ones. This makes the development process heavier and increases the time of applications realization.

The diversity of the possible target code generation platforms makes the development more complex. Developers must be experts and have global notions about the different possible programming languages.

4.2.2 Interpretive approach

The interpretative approach has several disadvantages. Among them, we can name, fewer degrees of freedom, the use of platforms set by the generation tool provider, which makes the effectiveness of the generated implementation questionable since the used target tools are not always optimal.

Another disadvantage is the execution time of the resulting solution, which is longer because the models are relatively more difficult to interpret than the executable code. Another weakness of this approach is the models security since these models are exposable because these models are considered as a code, and thus vulnerable to attacks. The modernization also becomes more difficult as reverse engineering is heavier because it is always more challenging to go from a final solution to a complex high level model.

4.2.3 Hybrid approach

The hybrid approach has several weaknesses, among them:

- Limited use of platforms: the developer must necessarily use the templates and target languages imposed by the provider of the solution.

- Exposed models: models are partly exposed due to their importance in execution and therefore more difficult to secure.

- Slow modernization: the mixture between the model and the code generate makes the more difficult the transmodeling as well as the reverse engineering.
• Longer execution time: the execution procedure shall combine the results of interpretation of models and those of the generated code and as a result the slowness in the implementation.

4.3 SWOT Analysis

In this section we present a SWOT analysis summarizes the strengths and weaknesses of these approaches:

<table>
<thead>
<tr>
<th>Generative</th>
<th>Hybrid</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Positives</strong></td>
<td>modernization</td>
</tr>
<tr>
<td>Code generation to the desired platform</td>
<td>• Reverse engineering is heavier</td>
</tr>
<tr>
<td>Separation of development environments</td>
<td></td>
</tr>
<tr>
<td>Faster Execution time</td>
<td></td>
</tr>
<tr>
<td>Optimized applications in the side of targeted software</td>
<td></td>
</tr>
<tr>
<td>Modernization and Reverse Engineering easier</td>
<td></td>
</tr>
<tr>
<td>Higher models security</td>
<td></td>
</tr>
<tr>
<td><strong>Negatives</strong></td>
<td></td>
</tr>
<tr>
<td>large number of models</td>
<td></td>
</tr>
<tr>
<td>more transformations are required</td>
<td></td>
</tr>
<tr>
<td>heavy development process</td>
<td></td>
</tr>
<tr>
<td>big time of applications realization</td>
<td></td>
</tr>
<tr>
<td>the development more complex</td>
<td></td>
</tr>
<tr>
<td>High level of expertise required</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Interpretive | |
| Positives | |
| Simplified process | |
| Easy implementation and use of the environment | |
| Reduced development time | |
| Directly changing the visible model in the interpretation | |
| | |
| Negatives | fewer degrees of freedom |
| Limited use of platforms | |
| target tools are not always optimal | |
| Longer execution time | |
| More difficult interpretation | |
| Models are vulnerable to attacks | |
| More difficult | |

Tab3: SWOT Analysis

4.3 Multi-criteria comparative study:

4.3.1 Multi-criteria analysis:

After seeing the advantages and disadvantages of each approach, we will now develop a multi-criteria analysis between these approaches. Multi-Criteria Decision Analysis, or MCDA, is a valuable tool that can be applied to many complex decisions. It can solve complex problems that include qualitative and/or quantitative aspects in a decision-making process.

The score of an approach is calculated based on a number of criteria. So far we have identified ten:

- Adaptability
- Required skills
- Execution time
- Development time
- Bases and standards
- Generation Simplicity
- Fields of application
- Integration of new generators
- Models’ Security
- Reverse Engineering

4.3.2 Multi-criteria analysis method:

To make the comparison between the approaches using a number of criteria, there are several possible mathematical methods. These methods can be divided into three main families [30]-[31]-[32]-[33]-[34]:

- **Complete aggregation (top-down approach):** This approach seeks to aggregate the n criteria to reduce them to a single criterion.

- **Partial aggregation (bottom-up approach):** This approach seeks to compare potential actions or rankings to each other, and to establish between them outranking relations.
• **Local and iterative aggregation:** This approach looks primarily for a starting solution. Thereafter, we proceed to an iterative search to find a better solution.

The table tab3 shows the different existing multi-criteria methods sorted by family [30]-[31]-[32]-[33]-[34]:

<table>
<thead>
<tr>
<th>Family</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complete aggregation</td>
<td>TWO WAY ANOVA/WSM Method (Weighted Sum Method or Sum of squares)</td>
</tr>
<tr>
<td>(top-down approach)</td>
<td>WPM Method (Weight Product Method or Ratio multiplication)</td>
</tr>
<tr>
<td></td>
<td>AHP Method (Analytic Hierarchy Process)</td>
</tr>
<tr>
<td></td>
<td>MAUT (Multi Attribute Utility Theory)</td>
</tr>
<tr>
<td>Partial aggregation</td>
<td>ELECTRE, Prometheus, Melchior, Qualiflex, Creatice, Regim...</td>
</tr>
<tr>
<td>(bottom-up approach)</td>
<td></td>
</tr>
<tr>
<td>Local and iterative</td>
<td>IMPROVING CONES METHOD, GOAL PROGRAMMING, STEM, Branch and Bound</td>
</tr>
<tr>
<td>aggregation</td>
<td></td>
</tr>
</tbody>
</table>

Tab4: Example Of Multi-Criteria Analysis Methods

### 4.3.3 Weighted Sum Method (WSM):

For our analysis, we chose the Weight Sum Method (WSM). Indeed, this method allows to find the best possible approach by assigning a weight to each comparison criterion, it allows to take into account all the criteria according to their value and without a criterion penalizing the other criteria [30]-[31]-[32]-[33]-[34].

This method is based on five key elements:

- Potential n actions set $A=\{a_1,a_2,a_3,...,a_n\}$ $a_i$, where $i=1,2,...,n$
- M different criteria $c_j$ where $j=1,2,...,m$
- Criteria weights $p_j$ for each criteria where $j=1,2,...,m$
- Evaluations or judgments $e_{ij}$ for each action on each criteria where $i=1,2,...,n$, $j=1,2,...,m$
- max or min $\sum e_{ij} \times p_j$ for $i=1,2,...,n$, in our case we need to maximize this function to have the better solution

### 4.3.4 Comparison criteria and weight

We present in this chapter the ten comparison criteria cited on which the comparative study will be based, we notice that these criteria are based on the characteristics of each of the approaches presented in the comparative study and the SWOT analysis presented by the front, we summarized all the characteristics (strengths and weaknesses) in ten global criteria to ensure better analysis and optimize the comparison, these criteria are:

- **C1 : Adaptability:** It is the power to adapt to different platforms
- **C2 : Required skills:** The larger the required skills are, the more complex and exploitable the approach is
- **C3 : Execution time:** The running time is critical in judging of the effectiveness of an approach.
- **C4 : Development time:** the more efficient the approach is, the more the development time is reduced
- **C5 : Bases and standards:** It is paramount that the approach is based on international standards, the more known the standards are, the more effective the approach is.
- **C6 : Generation Simplicity:** The generation process must be as short as possible and as effective as possible
- **C7 : Fields of application:** This criterion is used to verify whether the approach is used in different fields (web, mobile application, cloud...) or just for a reduced domain.
- **C8 : Integration of new generators:** This criterion is very important because of continuous progress of development platforms, it is therefore essential that the approach ensures the integration of application generators to new platforms.
- **C9 : Models’ Security:** The more the model is exposed, the less it is secure.
- **C10 : Reverse Engineering:** The approach that facilitates reverse engineering is favored over other approaches, due to the fact that an important aspect of the MDE is the modernization of legacy applications.

These criteria are classified according to the following order of importance:

Adaptability = Reverse engineering > Development time = Generation Simplicity = Field of application = Integration of new generators = models’ security > Bases and standards = Execution time = Required skills
And therefore the WSM weight accorded are as represented in tab4 below:

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptability - Reverse engineering</td>
<td>4</td>
</tr>
<tr>
<td>Development time - Generation</td>
<td>3</td>
</tr>
<tr>
<td>Simplicity - Field of application -</td>
<td></td>
</tr>
<tr>
<td>Integration of new generators - models'</td>
<td></td>
</tr>
<tr>
<td>security</td>
<td></td>
</tr>
<tr>
<td>Bases and standards - Execution time -</td>
<td>2</td>
</tr>
<tr>
<td>Required skills</td>
<td></td>
</tr>
</tbody>
</table>

Tab5: Criteria Weight

4.3.5 Multi-criteria choice matrix:

The first step in applying the WSM method is the carrying out of the multi-criteria choice matrix. This matrix’ columns contain the approaches to be compared and its lines contain the different criteria with the weight assigned to each criterion according to its importance. In cells there is the score given to each criterion approach based on the detailed comparative study of the approaches, that score can have three values: 3 meaning GOOD, 2 meaning MEDIUM and 1 meaning LOW [30]-[31]-[32]-[33]-[34]:

- 3: means that the intended approach is good for the given criterion.
- 2: means that the intended approach is average for the given criterion.
- 1: means that the intended approach is low for the given criterion.

Table TAB4 represents the resulting multi-criteria choice matrix:

<table>
<thead>
<tr>
<th>Criteria / Solution</th>
<th>Generative Approach</th>
<th>Interpretive Approach</th>
<th>Hybrid Approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adaptable - Weight</td>
<td>4</td>
<td>3</td>
<td>4</td>
</tr>
<tr>
<td>Required skills</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Execution time</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Development time</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>Standards</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Simplicity</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Generation</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Fields of application</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Integration of new generators</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Models' security</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Reverse engineering W4</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>WSM</td>
<td>2.5</td>
<td>1.8</td>
<td>1.4</td>
</tr>
</tbody>
</table>

Tab6: Multi-Criteria Choice Matrix

4.3.6 Curve and comparison histogram:

Figure Fig8 shows the distribution of the three curves representing the final scores for each approach against the comparison criteria.

Fig8: Distribution Of Ratings Against The Criteria

The histogram in Figure Fig9 shows the final score for each approach. The best score obtained is 2.5 / 3, it shows a net benefit to the generative approach against the set of selected criteria and over the other approaches, it is followed by the interpretative approach, and the hybrid approach comes last. We can notice that none of these approaches could reach the perfect score 3/3 according to this comparative approach.

Fig9: Approaches Final Notation

5. CONCLUSION

The model-driven engineering plays a very important role in the generation of applications and simplifying the development process. This article has enabled us to understand all MDE aspects and usefulness, and to see in detail the approaches, namely the generative approach, interpretive and hybrid with the advantages and disadvantages of each one of them. We also carried out a detailed comparative study of these approaches in order to classify them according to defined criteria by using the WSM method, we have seen that these approaches still have many challenges, be it in the models’ security, the detection of generation errors, complexity of use particularly for simple and non-complex applications. Another big challenge is the difficulty of integrating new code generators due to the rapid development of execution and deployment platforms, interoperability between MDE tools belonging to different approaches. As future work,
we will present solutions for these issues. This work presents a great contribution also for professionals to help them choose between different existing approaches, and this according to their needs and criteria that matter most to them, in addition our article goes into a global objective that aims at automating the generation.
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